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ABSTRACT

This paper details the origin and development of the dependent economy model. The model is also known as the ‘Australian model’ and the ‘Salter-Swan-Corden-Dornbusch model’, but neither title adequately conveys the scope and sequence of contributions that were instrumental to its development. In particular, attention is given to indispensable contributions made by Australian public servant Sir Roland Wilson and British economist James Meade, which preceded those of Trevor Swan, Wilfred Salter, W. Max Corden and Rudiger Dornbusch. It is shown that Wilson and Meade laid much of the theoretical groundwork ahead of the contributions of Swan, Salter, Corden and Dornbusch. Each contribution is analysed in detail and the model’s development is placed in the broader context of the evolution of balance of payments theory. The paper sheds light on several underappreciated (or perhaps unknown) facets of the model and, principally, highlights a broader Australian contribution to international trade theory inherent in it, namely, the identification of the real exchange rate as the critical relative price in balance of payments adjustment.
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Introduction

The dependent economy model was formally developed by Australian economists in the 1950s and early 1960s and remains the core theoretical framework for economic analysis in small open economies. It is well known through the ‘Salter model’ and ‘Swan diagram’ and is commonly used for economic policy analysis and the analysis of external shocks. Less appreciated, however, is the interesting history behind the model’s origin and development – a history inextricably tied to the evolution of balance of payments theory. The development of the model is generally credited to Wilfred Salter (1959), Trevor Swan (1960, 1963a), W. Max Corden (1960) and Rudiger Dornbusch (1974, 1980), but indispensable earlier contributions were made by renowned Australian public servant Sir Roland Wilson (1931) and British economist James Meade (1951). This paper details the sequence of contributions critical to the model’s development (from Wilson-Meade-Swan-Salter-Corden-Dornbusch) and places them in the broader context of the evolution of balance of payments theory. In addition, it highlights an underappreciated (or perhaps unknown) Australian contribution to international trade theory inherent in the dependent economy model.

It is shown that Roland Wilson foreshadowed many of the crucial features of the model when he published a book in 1931 that offered a theoretical objection to a position held by Frank Taussig and Jacob Viner, two leading international trade theorists of the time. Taussig and Viner had followed the classical economists in suggesting balance of payments equilibrium was maintained through movements in the terms of trade. Wilson, who studied for a doctorate under Viner at the University of Chicago, offered an alternative explanation that emphasised a different price ratio, the relative price between domestic goods and internationally traded goods.

Viner, writing in 1937, rejected Wilson’s argument but acknowledged a new strand of thought which emphasised the role played by income/expenditure effects in balance of payments adjustment. These two strands of thought – terms of trade and income adjustments – were refined in the interwar years and integrated by James Meade in 1951, when he published the standard international economics text of the period. Meade’s principal contribution (there were several) was the introduction of two policy targets: internal and external balance. These concepts became fundamental to the subsequent contributions made by Australians Swan, Salter and Corden.
Though Salter’s paper was the first to be published, Swan first responded to James Meade’s text with two separate seminar papers in 1953 and 1955, published in 1960 and 1963 respectively. Swan, who was appointed the inaugural head of the department of economics at the Australian National University (ANU) in 1950, was heavily influenced by James Meade’s analysis but objected to his emphasis on terms of trade adjustments by invoking Roland Wilson’s argument from two decades prior. Swan was able to convert Meade to his view, and his contributions inspired related theoretical work by Salter (1959) and Corden (1960). All three models by Swan, Salter and Corden are characterized by their emphasis on Wilson’s relative price.

The model’s recognition abroad is an interesting story in itself. The initial intellectual credit went to Ivor Frank Pearce, a member of Swan’s department at the ANU who in 1961 published a thematically similar article that did not cite the previous contributions made by his ANU colleagues, Swan and Salter. This led some international scholars to erroneously cite Pearce as the originator of the Australian approach, which meant the contributions made by the other Australians were not fully appreciated for a number of years. Rudiger Dornbusch appears to be the first international scholar to acknowledge the related Australian contribution. He made a series of refinements to the model and contributed greatly to its popularity by including it in his textbook *Open Economy Macroeconomics* (1980), where he redefined the relative price central to the dependent economy model as ‘the real exchange rate’. Thus the Australian contribution to international trade theory is the identification of the real exchange rate as the critical relative price in balance of payments adjustment.

This dissertation proceeds as follows: section one explains the classical terms of trade mechanism and analyses Roland Wilson’s contribution; section two outlines the evolution of the terms of trade mechanism and the emergence of the income adjustment mechanism in the interwar years; section three explains crucial elements of James Meade's *The Balance of Payments* (1951) and identifies an important critique that followed its publication; section four details Trevor Swan’s contributions and Meade’s subsequent acceptance of the Australian approach; section five explains the contributions made by Salter and Corden and highlights important enhancements on prior contributions; section six describes how the Australian approach was recognised abroad in the 1960s; and section seven analyses Rudiger Dornbusch’s contribution and highlights more recent research which has emerged from the model.
1. Roland Wilson and the Mechanism of Adjustment

Sir Roland Wilson

Sir Roland Wilson was born in Ulverston, Tasmania in 1904. In 1932 he was hired as an economist in the Statistician’s Branch of the Australian Treasury, beginning a distinguished career in the Australian Public Service. He quickly rose to the position of Assistant Commonwealth Statistician, and in 1936 he was promoted to Commonwealth Statistician, a position he held until 1951. During the war years, Wilson championed and served on a committee that provided advice to the government on the economic management of the war, as well as guidance on post-war reconstruction. In 1940 he headed the newly created Department of Labour and National Service, where he established a division on post-war reconstruction. Wilson’s involvement in post-war planning saw him represent Australia at the first British Commonwealth conference on the international economy in the post-war era, held in London in 1942. He also attended the two-month-long conference held in San Francisco in 1945 that led to the creation of the United Nations. In 1951 he was appointed Secretary to the Treasury, a position he held until his retirement from the public service in 1966. He remains the longest serving Secretary of the department. Wilson went on to serve as chairman of Qantas and the Commonwealth Bank, before board appointments at other companies. He died in Canberra in 1996.

While Wilson is best remembered as a public servant, it was during his time as a student that he made his contribution to economic theory. Wilson began his tertiary education in his home state, studying commerce at the University of Tasmania. He graduated with first-class honours and was awarded the Tasmanian Rhodes Scholarship in 1925. At Oxford he completed a Diploma in Economics and Political Science prior to enrolling for a doctorate. His thesis, titled ‘The Import of Capital’, was supervised by Eric Hargreaves and accepted in 1929. After Oxford, Wilson was awarded a scholarship to continue postgraduate study at the University of Chicago, where he completed a second doctorate in 1930. His Chicago thesis, which was supervised by Jacob Viner and titled ‘Capital Movements and their Economic Consequences’, built on some of the themes outlined in his Oxford thesis (Cornish 2007b, p.

---

1 Biographical information on Sir Roland Wilson can be found in Cornish (2002, 2007b).
2 James Bristock Brigden was one of Wilson’s lecturers at the University of Tasmania. He was the lead author of an influential report on Australia’s system of tariffs, published as *The Australian Tariff: An Economic Enquiry* (1929). In this report, Brigden anticipated the Stolper-Samuelson theorem by arguing that a tariff could raise real wages.
311). The core themes of his two doctoral theses were later combined in a book, *Capital Imports and the Terms of Trade* (1931).

**Capital Imports and the Terms of Trade**

The book is made up of five chapters, including an introduction: chapters II and III are devoted to an estimate of the net importation of capital into Australia between 1871-1930; chapter IV provides a theoretical framework regarding the effects of capital flows on price levels and the balance of payments; and chapter V attempts to verify theoretical predictions against Australian data. The ideas advanced by Wilson in chapter IV went against economic orthodoxy. The effects of capital flows on price levels and the balance of payments had been discussed by classical economists such as John Stuart Mill, and the classical view was supported by two of the leading figures in international trade theory at the time: Frank Taussig (1859-1940) and, Wilson’s supervisor, Jacob Viner (1892-1970). The two men were close, both intellectually and personally. Taussig, who studied at Harvard before commencing a long and distinguished academic career at the same university, had pursued the theoretical consequences of capital flows in journal articles (see Taussig 1917, 1920) and was interested in confirming his predictions against empirical evidence. Viner offered such a study in the form of his Harvard PhD thesis, which Taussig supervised. Both men published books in the 1920s that dealt with the theoretical dilemma of interest to Wilson. Viner’s book, titled *Canada’s Balance of International Indebtedness 1900-1913* (1924) was a published version of his PhD thesis. Taussig’s, titled *International Trade* (1927), was an extensive international trade text that, inter alia, expanded on his previous writings on the subject and included a chapter devoted to Viner’s PhD study. It was the theoretical conclusions regarding capital flows of these two texts, heavily influenced by the classical writers, which Wilson sought to challenge.

**The Mechanism of Adjustment**

The central theoretical question pursued by Wilson was the mechanism through which balance of payments equilibrium would be restored after a capital flow (e.g., loan) from one country to another – what Viner (1924) called ‘the mechanism of adjustment’. Equilibrium in the balance of payments simply means that payments to foreigners are matched by equivalent receipts from foreigners. Beginning with balance of payments equilibrium, a capital flow

---

3 Viner dedicated his *Studies in the Theory of International Trade* (1937) to ‘Frank Taussig, teacher and friend’.
from country A to country B causes an excess of payments over receipts in A (deficit) and an excess of receipts over payments in B (surplus). Wilson was concerned with how equilibrium would be restored, or, as he put it, how the loan would be transferred ‘in the form of goods’ (Wilson 1931, p. 55). His terminology is reflective of the period, but in modern parlance he is asking how, in the case of the borrower, a capital account surplus is matched by an offsetting current account deficit (and the opposite for the lender) to maintain equilibrium in the balance of payments. On this question, classical economists offered an answer through the price-specie-flow mechanism.

The Price-Specie-Flow Mechanism

The price-specie-flow mechanism is attributed to David Hume, who explained the mechanism by considering the consequences of the British money supply shrinking by four-fifths or growing five-fold overnight (Hume 1752, pp. 84-105). In the first case, the reduction in money would cause British prices and wages to fall (an example of the quantity theory of money), making exports more attractive to foreigners. This would lead to an excess of exports over imports and a balance of payments surplus, thus resulting in specie (gold) being shifted from the rest of the world to Britain. This process would return what Hume called the ‘level of money’ to its equilibrium state. Hence the price-specie-flow mechanism corrects balance of payments disequilibria through an automatic process whereby gold is transferred from the deficit country to the surplus country. This raises prices in the surplus country and reduces prices in the deficit country. Hume’s view was endorsed by classical economists such as Henry Thornton, Thomas Malthus and John Stuart Mill; however, Viner (1924, pp. 191-202) describes an interesting difference of opinion regarding the adjustment process between Thornton and Malthus on one side and David Ricardo on the other. The view of Hume and his followers on the question of capital flows was summarised by Mill as follows:

Commerce being supposed to be in a state of equilibrium when the obligatory remittances begin, the first remittance is necessarily made in money. This lowers prices in the remitting country, and raises them in the receiving. The natural effect is that more commodities are exported than before, and fewer imported, and that, on the score of commerce alone, a balance of money will be constantly due from the receiving to the paying country. When the debt thus annually due to the tributary country becomes equal to the annual tribute or other regular payment due from it, no further transmission of money takes place; the equilibrium of exports and imports will no longer exist, but that of payments will; the exchange will be at a par, the two debts will
be set off against one another, and the tribute or remittance will be virtually paid in goods. (Mill 1871, Bk. III, Chap. XXI, § 4)

Returning to the example of countries A and B, Mill is stating that the capital flow causes money to move from A to B, leading to lower prices in A and higher prices in B. This lowers the price of A’s exports and increases the price of B’s exports (A’s imports), leading to an increase in A’s exports and a reduction in B’s. This continues until the trade surplus in A offsets the capital flow so that the balance of payments is in equilibrium. Implicit within Mill’s explanation is that the terms of trade – the price of exports relative to imports – moves in favour of the borrower and against the lender. This changing relative price, then, is the mechanism that restores balance of payments equilibrium.

**Frank Taussig and Jacob Viner**

Mill’s view, which stressed the terms of trade as the mechanism that restored balance, was supported by Viner and Taussig. The purpose of Viner’s book was to test the predictions espoused by the classical writers with Canadian data from 1900-1913. His conclusions were summarised as follows:

It has already been shown that, according to those economists who follow Thornton and Mill rather than Ricardo in their explanation of the mechanism of adjustment of international balances, prices during a period of capital borrowings rise in the borrowing country, fall in the lending country. This theory has been verified inductively for Canada during the period 1900 to 1913, and it has also been shown that domestic and export prices rose relatively to import prices. It is a corollary of this reasoning that during a period of international borrowings the terms of international exchange shift in favour of the borrowing country and against the lending country – in other words, that the borrowing country obtains more foreign produce in exchange for each unit of its exports than it did prior to the period of borrowing. (Viner 1924, p. 295)

Viner’s reference to domestic, export and import prices will be discussed shortly. His conclusion, however, was a firm endorsement of the view held by the classical writers and Taussig: the mechanism of adjustment that restores balance of payments equilibrium is an unfavourable movement in the terms of trade for the lender and a favourable movement in the terms of trade for the borrower.

Like Viner, Taussig discussed the effects of capital flows under a gold standard in his book, and his view was consistent with the price-specie-flow mechanism (Taussig 1927, pp. 123-140). More unique, however, was his analysis of the mechanism of adjustment under paper
currencies in a system of flexible exchange rates between countries – a topic he felt the classical writers had neglected (Taussig 1927, pp. 337-362). Taussig reasoned that, since the absence of a gold standard would eliminate the need for specie to move across nations, the mechanism of adjustment under paper currencies must in some way be different. The example used was a hypothetical loan from Great Britain to the United States, taking place after initial balance of payments equilibrium. He assumed that the money supply remained constant in both countries so that the prices of domestically produced commodities remained unchanged (the quantity theory of money). The effect of the capital flow, from the perspective of the borrowing country, is described as follows:

In New York sterling exchange falls; and Americans who have sold goods to British customers and who have sterling exchange to sell, get less dollars than before. Side by side with the tendency toward greater exports from Great Britain into the United States there will be a tendency toward less exports from the United States into Great Britain. (Taussig 1927, p. 347)

Observe further (still having regard to the ultimate outcome) that the goods exported from the United States to Great Britain, tho [sic] dearer in Britain, are unchanged in price in the United States. Similarly, the goods exported from Great Britain, tho [sic] cheaper in the United States, are the same price in Great Britain. The altered prices – American imports dearer in Great Britain, British imports cheaper in the United States – are altered solely because of the new rates of foreign exchange. (Taussig 1927, p. 353)

The capital flow leads to an appreciation of the borrower’s currency and a depreciation of the lender’s currency. This makes imports more attractive in the borrowing country so that, as with the price-specie-flow mechanism, an excess of exports over imports results in the lending country. How, then, does the mechanism differ between the gold standard and paper currencies? Taussig argued that the difference between the two revolves around the movement of domestic prices (including exports). Under the price-specie-flow mechanism, the outflow of gold in the lending country reduces domestic prices and this causes the positive trade balance. With paper currencies, the domestic price level is assumed fixed in both countries (as the money supply is constant). However, the movement in the exchange rate lowers the domestic price of imports in the borrowing country and increases the domestic price of imports in the lending country. Hence the mechanism of adjustment is really no different. From the perspective of the borrowing country, export prices stay constant and import prices fall. From the perspective of the lending country, export prices stay constant and import prices rise. The result is that the terms of trade move favourably for the borrowing
country and unfavourably for the lending country: the mechanism of adjustment is the same under a gold standard or paper currency regime.

**Domestic Goods**

Wilson challenged this theoretical argument by invoking the concept of ‘domestic goods’. Viner (1937, p. 323) suggests the distinction between domestic and international goods dates ‘at least’ back to Ricardo, and Cairnes (1874, p. 409) provides a lucid theoretical explanation why some goods enter international trade and some do not by emphasising the role played by transportation costs. Viner (1924, pp. 206-212) and Taussig (1927, pp. 34-42) also invoked transportation costs to explain domestic and international commodities, and the former’s explanation is worthy of elaboration. Consider a commodity, say wheat, which is produced in both Chicago and Liverpool. The price of wheat in Liverpool is $2 and remains unchanged. The cost of transportation between the two cities (in either direction) is 40 cents. This means that the Chicago price of wheat can range from $1.60 to $2.40 while still remaining a domestic good. To see the logic, at a price of $1.60 Chicago wheat costs the same to British importers as Liverpool wheat, so they are indifferent between the two. Only if the price of Chicago wheat fell below $1.60 would it be imported into Liverpool (exported from Chicago). Similarly, at a price of $2.40 American importers would be indifferent between Chicago wheat and imported Liverpool wheat. Only if the Chicago price rose above $2.40 would wheat be imported from Liverpool. This simple example highlights that the classification of a commodity as either domestic or internationally traded is fluid and is a function of domestic prices, foreign prices and transportation costs. As these factors change, so too can a commodity’s classification.

**Wilson’s Framework**

Wilson well understood the logic employed by his second PhD supervisor, and the distinction between domestic and internationally traded commodities would form the centrepiece of this theoretical argument. He contended that the mechanism of adjustment that restored balance after a capital flow was not the terms of trade but instead the price of domestic goods relative international goods. He illustrated his point by considering a loan between two imaginary countries, Dives (the lender) and Lazarus (the borrower), taking place after initial equilibrium in the balance of payments. Each country produces domestic and international goods, and

---

4 Dornbusch (1980, pp. 94-95) provides an algebraic and graphical analysis of the distinction between domestic and international goods.
expenditure in each country can be assigned between three types of goods: exportables produced at home, domestic goods produced at home, and exportables produced abroad (imports). This is displayed in figure 1:

**Figure 1: Wilson’s Two-country Model**

<table>
<thead>
<tr>
<th>Good</th>
<th>Description</th>
<th>Good</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A div</td>
<td>Exportable goods produced in Dives and consumed there</td>
<td>A laz</td>
<td>Exportable goods produced in Lazarus and consumed there</td>
</tr>
<tr>
<td>B div</td>
<td>Domestic goods produced and consumed in Dives</td>
<td>B laz</td>
<td>Domestic goods produced and consumed in Lazarus</td>
</tr>
<tr>
<td>C div</td>
<td>Exportable goods produced in Lazarus and consumed in Dives</td>
<td>C laz</td>
<td>Exportable goods produced in Dives and consumed in Lazarus</td>
</tr>
</tbody>
</table>

The A and C goods enter international trade but the B goods in each country do not. The upshot is that prices of A and C goods must be the same in both countries (after allowing for transportation costs and duties), but the prices of domestic goods can vary. The summation of expenditure in each country on A, B and C goods is referred to by Wilson as ‘total spendable resources’ – what would now be called domestic expenditure or absorption. The effect of a loan from Dives to Lazarus is to reduce total spendable resources in Dives and increase total spendable resources in Lazarus. The question, then, is how this transfer of expenditure affects the prices of commodities and the balance of payments.

**Wilson’s Mechanism of Adjustment**

Wilson began by ignoring the existence of domestic goods in either country and argued in three examples that the loan could theoretically lead to no change in the terms of trade (example I), a favourable movement in the terms of trade for the borrower (example II), or an unfavourable movement in the terms of trade for the borrower (example III). Thus he challenged the necessity for the terms of trade to move favourably for the borrower even within the two-commodity, two-country framework that Taussig had used. Yet the core of Wilson’s argument was outlined in a fourth example that included domestic goods in both countries. He argued that the effect of a loan from Dives to Lazarus was to lower the price of domestic goods relative to international goods in the lending country and raise the price of domestic goods relative to international goods in the borrowing country. It was this relative price – not the terms of trade – that restored balance of payments equilibrium.
But in each country there is now another factor in operation. In Dives there is a fall in price of B div goods relatively to the prices of both A and C goods; and in Lazarus there is a rise in the prices of B laz goods relatively to the prices of both A and C goods. As a result, demand in Dives will be diverted from A and C goods and transferred to B div, or domestic, goods, which have become relatively cheaper. Conversely, demand in Lazarus will be diverted from B laz, or domestic, goods and transferred to A and C goods, which have become relatively cheaper in Lazarus ... Certain changes in production may be expected to follow from these initial price tendencies. In Dives B div and A goods are produced: with B div prices falling relatively to A prices, productive effort will be transferred from B div to A goods. In addition to the diminished demand in Dives for A goods, there is now an increase in the supply, and thus a greater exportable surplus of A goods is produced. Conversely, in Lazarus B laz and C goods are produced: with B laz prices rising relatively to C prices, productive effort will be transferred from C goods to B laz goods. In addition to the increased demand in Lazarus for C goods, there is now a decrease in the supply, and thus a smaller exportable surplus of C goods is produced. (Wilson 1931, pp. 74-75)

Wilson argued that the change in the price of domestic goods relative to international goods would initiate consumption and production responses that lead to a trade surplus in the lending country and a trade deficit in the borrowing country. Taking the case of Lazarus (the borrower), diverting expenditure from the relatively expensive domestic goods to A and C goods helps create a trade deficit in two ways: first, higher expenditure on A goods increases imports; second, higher expenditure on C goods (domestically produced exportables) reduces the surplus available to export. This is supplemented on the production side because higher relative prices for domestic goods leads to increased production of those goods and lower production of exportables, once again reducing exports.

**Wilson on the Terms of Trade**

Wilson thought the role played by the terms of trade was incidental to the actual mechanism of adjustment: the price of domestic goods relative to international goods. His belief in the unimportance of the terms of trade was justified theoretically with two amendments to the model used above. First, he allowed the production of A and C goods in both countries, labelling the class of goods that could previously only be imported as ‘importables’. Second, he assumed that one of the countries (Lazarus) was very small in relation to the other (Dives), which meant the model in effect depicted Lazarus against the rest of the world. On this assumption Wilson wrote:
Where such is the case – and it will be the case unless Lazarus provides the main source of supply for C goods, or the main source of demand for A goods – two conclusions emerge:

i) A goods cannot change very much in price on account of altered conditions of supply or demand in Lazarus; i.e., the elasticity of world supply to a single country is great.

ii) C goods cannot change very much in price on account of altered conditions of supply or demand in Lazarus; i.e., the elasticity of world demand from a single country is great.

… The actual import and export price-levels of any particular country, therefore, and especially of an economically unimportant country, cannot be very effectively influenced by conditions within the country itself; and in practice we should expect any effects of such influences to be overlaid and obscured by the effects of changes in world conditions of supply and demand. (Wilson 1931, p. 79)

Wilson’s argument is that a small country would face highly elastic demand for its exports and highly elastic supply for its imports. The implication is that conditions within the small country are likely to have little influence on the internationally determined prices of its exports and imports. Therefore, any changes in Lazarus’ demand for or supply of international goods caused by the capital flow will be dominated by conditions in world markets for international goods. Since this means the terms of trade of a small country are effectively fixed, it is unlikely that the terms of trade is the relative price that restores balance of payments equilibrium.

Yet Wilson stopped short of drawing definitive theoretical conclusions. He believed he had the shown the possibility that the terms of trade could move in either direction or remain constant, but the actual movement was contingent upon the particular circumstances of the case. Nevertheless, he believed that domestic commodities would comprise a large proportion of domestic expenditure, thus making it more likely that the prices of domestic commodities would rise relative to international commodities in the case of capital inflow. Wilson devoted chapter V of his book to an empirical analysis of his predictions with Australian data. He concluded that there was no consistent correlation – positive or negative – between capital inflows and the terms of trade, but he found that capital inflows tended to be positively correlated with an increase in the ratio of domestic to international prices, which was consistent with his theoretical assertion.
2. Balance of Payments Theory in the Interwar Years

Viner Responds to Wilson

Wilson had offered a bold theoretical objection to the orthodox view, but his supervisor was not convinced. Writing years later in his classic *Studies in the Theory of International Trade* (1937), Viner devoted several pages to a discussion of Wilson’s analysis. He objected to Wilson’s position with two separate arguments (Viner 1937, pp. 327-332). First, after stating Wilson’s view that the key relative price in the mechanism of adjustment was not the terms of trade but instead the price of domestic goods relative to international goods, Viner then offered this opinion in a dismissive footnote: ‘That this proposition is incorrect can be sufficiently shown by the reductio ad absurdum to which it would lead if there were more no domestic commodities’ (Viner 1937, p. 327). Viner’s objection was logical: how could domestic goods play a key role in the mechanism of adjustment in countries where they do not exist? In other words, if all goods enter into international trade, how could a relative price that includes domestic goods be of any relevance? His second argument disputed Wilson’s findings along familiar grounds. Viner maintained that the capital flow from Dives to Lazarus would lead to a general fall in prices in Dives (exportables and domestic goods) as well as a general increase in prices in Lazarus, just as they would under the price-specie-flow mechanism. Viner did not believe that the price of domestic goods relative to exportables (the goods produced in each country) could change permanently, since both industries competed for the same factors of production. Higher prices for domestic goods in the borrowing country, as predicted by Wilson, would cause factors of production to move from the exportable sector to the domestic sector until factor prices equalised. This would ensure that the prices of exportables and domestic goods would move proportionately. Viner’s second objection appears to have been a longstanding cause of conflict between student and supervisor. Wilson addressed this objection in his book (Wilson 1931, pp. 76-77) but did not refer to Viner by name. Nevertheless, he argued that increased money costs of production would not necessarily lead to higher prices, since relative prices would only change if demand and supply in the overall market were affected.
Another Mechanism of Adjustment

Despite Wilson’s best efforts, Viner maintained that the terms of trade was the key relative price in the mechanism of adjustment. He did, however, concede that the terms of trade was not the sole equilibrating force. At that time, a new theory of adjustment had emerged – which Viner credited primarily to the work of Bertil Ohlin – that emphasised the role played by ‘relative demands’ (income/expenditure effects) in restoring balance of payments equilibrium. Ohlin5 (1929) had articulated his theory in response to a pessimistic article Keynes (1929) had written about Germany’s ability to finance continuing reparations payments, and this kick-started a controversial debate on the subject between Keynes and Ohlin in the *Economic Journal*. Ohlin argued that the effect of German reparations payments on the balance of payments would be offset, perhaps entirely, through higher expenditure in the receiving country and lower expenditure in Germany. The higher expenditure (‘purchasing power’) in the receiving country would lead to increased imports from Germany, and the lower expenditure in Germany would result in fewer imports from the rest of the world. These two factors would help restore balance of payments equilibrium without any need for changes in relative prices. Keynes, somewhat ironically, argued along more conventional lines by focusing on the terms of trade (Viner 1937, pp. 307-311). Viner, though placing far less importance on the role of ‘relative demands’ compared to Ohlin, accepted that – especially in the case of unilateral transfers such as reparations – these expenditure effects would play an equilibrating role:

It will conceded at once that, in the case, for instance, of the initiation of continuing unilateral remittances, the aggregate demand for commodities, in the sense of the amounts buyers are willing to purchase at the prevailing prices, will, in the absence of price changes, fall in the paying country and rise in the receiving country, and that unless there is an extreme and unusual distortion of the relative demands for different classes of commodities from their previous proportions this shift in demands will of itself contribute to an adjustment of the balance of payments to the remittances. (Viner 1937, pp. 293-294)

Viner was puzzled as to why this ‘fairly obvious’ point had not received prior recognition, yet he went on to describe how the classical writers – chastised by Ohlin for ignoring income

---

5 Ohlin’s explanation of the mechanism of adjustment also stressed that the price of domestic goods would rise relative to internationally traded goods in the receiving country. Viner probably would have argued that Ohlin’s emphasis was mainly on income effects rather than relative price effects. In any case, it was Wilson’s contribution that stimulated the development of the dependent economy model, not Ohlin’s. A summary of Ohlin’s argument can be found in Oppenheimer (1974).
effects – had in fact made reference to similar themes in their writings, though relative prices were undoubtedly their primary focus. He provided examples from writers prior to Ohlin – including Mill, Cairnes and Taussig – who had each made reference to income effects as a component in the mechanism of adjustment (Viner 1937, pp. 294-305). Indeed, Wilson had also assumed some portion of a capital inflow would fall on imports without relative price changes, but movements in prices were his primary focus. Viner, despite placing a greater emphasis on relative price effects (the terms of trade), now saw the mechanism of adjustment as being a combination of relative price and income/expenditure effects.

**Keynes’s General Theory**

The emphasis on income effects received a huge boost after the publication of Keynes’s *The General Theory of Employment, Interest and Money* (1936). In his survey of international trade theory in the interwar years, Metzler (1948, pp. 211-213) explains how the classical price-specie-flow mechanism had an explicit acceptance of the quantity theory of money, which assumes that output is unaffected by monetary disturbances: gold flows from one country to another and the resulting increase (decrease) in the national money supply leads to higher (lower) price levels, not output. Keynes’s book prompted doubt as to how the mechanism would operate in situations where prices were inflexible, yet it was not Keynes who advanced the income explanation of the mechanism. Metzler cites Robinson (1937) and Harrod (1939) as making the first contributions, with the mechanism of adjustment that grew out of Keynes’s classic working as follows. Suppose imports increase in one country and this results in a balance of payments deficit in the importing country and a surplus in the exporting country. The higher export earnings lead to increased output and employment in the surplus country, which leads to further increases in expenditure and output. Part of this increased expenditure goes to imports, which offsets part, or perhaps all, of the balance of payments deficit (Metzler 1948, p. 215). This line of reasoning – which is familiar to any student of Keynesian economics – became known as the ‘international trade multiplier’. Like the price-specie-flow mechanism, it was seen more or less as being an automatic mechanism of adjustment. Though the Keynesian explanation was essentially identical to Ohlin’s, Metzler argued that the international trade multiplier differed by offering an explanation of how far the income adjustment process would run. He noted that the view of most economists was that income effects would only partly restore balance of payments equilibrium after a shock; complete adjustment would also require a change in relative prices through the terms of trade, just as Viner had concluded (Metzler 1948, pp. 219-221).
The Elasticities Approach

The continued emphasis on the terms of trade led to a refinement of the theory in the interwar years under the heading of ‘exchange stability’. From Hume on, an implicit assumption of the terms of trade mechanism had been that an unfavourable movement in the terms of trade would necessarily lead to increased export earnings and reduced expenditure on imports. But definitive conclusions on these matters require knowledge of the relevant price elasticities. As a result, much research in the interwar years centred on the role played by four elasticities in a two-country model: the import elasticities of demand and the export elasticities of supply. The focus of this field was the stability of foreign exchange markets, since a balance of payments deficit implies an excess demand for foreign exchange. If the price of foreign exchange rose to clear this imbalance, there was the possibility that a balance of payments deficit could be worsened if import demand elasticities were sufficiently low (Metzler 1948, pp. 225-228). Thus the question revolved around the elasticity conditions required for exchange markets to be stable, a corollary being the conditions required for currency devaluation to improve the trade balance.

BRM and Marshall-Lerner Conditions

Two famous results in this field are the Bickerdike-Robinson-Metzler (BRM) condition and the Marshall-Lerner condition. The BRM condition is attributed to Bickerdike (1920), Robinson (1937) and Metzler (1948), though Metzler himself (1948, pp. 228-232) states that Bickerdike (1920), Robinson (1937) and Brown (1942) each discovered the condition independently. The BRM condition for exchange stability is shown below:

\[
K \left\{ \frac{\eta_1 \eta_2 (1+e_1+e_2)+e_1 e_2 (\eta_1+\eta_2-1)}{(\eta_1+e_2)(\eta_2+e_1)} \right\}
\]

(1)

where \( K \) is the proportional increase in the price of foreign exchange, \( \eta_1 \) and \( \eta_2 \) are the elasticities of demand for imports, and \( e_1 \) and \( e_2 \) are the elasticities of supply of exports. All elasticities are expressed in absolute value. For a devaluation to improve the trade balance, the expression in the brackets must be positive, which may not be the case if import demand elasticities are low. The BRM condition simplifies to the well-known Marshall-Lerner condition, attributed to Marshall (1923) and Lerner (1944), which assumes that export supply is perfectly elastic in both markets so that domestic currency prices of exports in each country remain unchanged. This assumption of constant domestic export prices means that a
devaluation will always result in an unfavourable movement in the terms of trade, just as Taussig had argued. As $e_1$ and $e_2$ both approach infinity, it can be shown that a devaluation will improve the trade balance if the sum of import demand elasticities exceeds one. This is the Marshall-Lerner condition\(^6\) for effective devaluation.

**Relative Price and Income/Expenditure Effects**

Metzler’s 1948 survey on international trade theory shows that there were two distinct explanations as to how balance of payments disequilibria were corrected. The traditional emphasis on the terms of trade remained, though it had now been enhanced through a focus on the relevant elasticities of demand and supply. Alongside the terms of trade was a separate mechanism which emphasised the role of income effects. This relatively new explanation emerged primarily as a result of the Keynesian revolution in macroeconomic theory. Although these two theories existed side by side, Corden (1965, p. 11) noted that they tended to be analysed in isolation. This analytical separation ended with James Meade.

\(^6\) Metzler noted studies that suggested import demand elasticities were very low, but the belief was that over time imports would become more price elastic. The J-curve, which shows an initial deterioration in the trade balance before a subsequent improvement, was an outgrowth of the elasticities approach.
3. James Meade’s *The Balance of Payments*

James Meade

Born in England in 1907, James Meade (1907-1995) studied classics for two years at Oxford before switching to economics at the newly created School of Philosophy, Politics and Economics. In 1930 he was elected to a Fellowship at Hertford College, Oxford, but spent a year at Cambridge where he, Richard Kahn, Piero Sraffa and Joan and Austin Robinson were members of the ‘circus’ that discussed Keynes’s *Treatise on Money* (1930), providing a fertile intellectual background for Keynes’s *General Theory* (see Meade 1977a). He returned to Oxford in 1931 and was Lecturer in Economics at Hertford College until late 1937, when he joined the Economic Section of the League of Nations in Geneva. Upon the outbreak of war, he returned to England in 1940 and became a member of the Economic Section of the War Cabinet, working closely with Keynes at the Treasury Department. In 1947 he began his ten-year tenure as Professor of Commerce (in the field of international economics) at the London School of Economics (LSE). It was during this period that he wrote his two-volume text, *The Theory of International Economic Policy*, consisting of *The Balance of Payments* (1951) and *Trade and Welfare* (1955). The work in these two books earned him – together with Bertil Ohlin – the Nobel Prize in Economics in 1977. Meade’s focus eventually moved away from international economics, but concepts introduced in *The Balance of Payments* became central to the dependent economy model.

**The Balance of Payments Defined**

The definition of ‘the balance of payments’ used by Meade involves a distinction between ‘autonomous’ and ‘accommodating’ transactions (Meade 1951, Chapter I). Autonomous transactions can be thought of as those made by the private and public sector in the normal course of events; i.e., independent of any concern as to whether the balance of payments is in equilibrium. Accommodating transactions are those made by the monetary authority to ensure the balance of payments is in equilibrium. In the case of a balance of payments deficit, an accommodating transaction may be financed by running down foreign exchange reserves. Similarly, for a balance of payments surplus, the accommodating transaction is the accumulation of foreign exchange reserves. Thus ‘the balance of payments’ is the size of the accommodating transaction made to ensure balance of payments equilibrium.

---

7 Biographical information on James Meade can be found in Arndt (1995), Corden (1996a, 1996b) and Meade (1977a).
The Model

A static model consisting of two countries, A and B, is used almost throughout the book. All products in A and B can be traded internationally, and it is assumed that the prices of each country’s products move up and down proportionately, thus allowing the products of each country to be treated as a single homogenous group. The relationship between the two countries is captured by the national income accounting identity:

\[ \text{Domestic expenditure less imports plus exports} = \text{net national income} \]  

Domestic expenditure consists of consumption and investment expenditures (private and public) in a particular country, including imports. Hence imports, which lead to higher incomes for foreigners, must be deducted and exports added to reflect net national income. As the world consists of two countries, imports into country A are exports for country B, and imports into country B are exports for country A. As such, in equilibrium, the trade balance of one country is reflected in opposite sign in the other (Meade 1951, Chapter III).

Disturbances and the Neutral Economy

Meade uses this two-country, two-commodity framework to analyse the effects that ‘disturbances’ have on an initial and subsequent equilibrium. He distinguishes between three types of changes: spontaneous disturbances, policy changes in order to achieve some economic or social goal, and induced changes.

By a ‘spontaneous disturbance’ we shall mean any change in the underlying conditions, the cause of which we are prepared to take for granted and do not wish to examine, but the effect of which on the domestic and external position of our two countries we wish to examine. By a ‘policy’ change we shall mean a change which the State or some public authority brings about as a result of a definite decision of State policy in order to achieve some given end of general economic policy and in particular to offset some of the effects of a ‘spontaneous disturbance’. Finally, by an ‘induced’ change is meant a change in some quantity which occurs on purely commercial principles because of the repercussions of some previous ‘spontaneous’ or ‘policy’ change. (Meade 1951, p. 43)

Spontaneous disturbances are exogenous changes that set off induced movements in other variables. These can be offset or supplemented by policy changes which themselves set off induced effects. Meade’s analysis begins by considering the consequences of a spontaneous disturbance in ‘the neutral economy’, where fiscal policy, monetary policy, money wages, the
exchange rate and commercial policy (e.g., tariffs, subsidies, etc.) are all held constant in both countries. Consider, then, a spontaneous increase in expenditure in country A (perhaps due to a lower savings rate) that takes place after an initial equilibrium in which both the trade balance and balance of payments are zero. A possible scenario would run as follows: the increased domestic expenditure in A boosts employment and income in A, which leads to additional domestic expenditure; part of the increased domestic expenditure is spent on imports, which boosts employment and income in B; the higher income in B leads to additional domestic expenditure and part of this falls on imports from A; and so on. The result is that income is higher in both countries and the trade balance has moved unfavourably for A and favourably for B. At the same time, because the increased domestic expenditure originated in A, prices in A are likely to rise more than prices in B; equivalently, the terms of trade are likely to move favourably for A and unfavourably for B. This change in relative prices brings into play the elasticity analysis of the previous section. Without referring to Marshall or Lerner by name, Meade employs their condition to evaluate relative price changes throughout the book and considers the sum of import demand elasticities greater than one to be the ‘normal’ case (Meade 1951, p. 75). The implication for the previous example is that the higher prices in A relative to B will result in a further deterioration in A’s trade balance and an equivalent improvement in B’s, creating further induced income effects once again. The upshot could be that the initial spontaneous disturbance results in a new equilibrium where, for example, national income is higher in both countries but the trade balance has moved unfavourably for A and favourably for B, resulting in a balance of payments deficit in A and surplus in B.

**Policy Targets**

As Corden (1965, p. 9-10) notes, previous writers on the adjustment mechanism would have been interested in the automatic processes that would restore balance of payments equilibrium over time. But the key themes in Meade’s analysis emerge when such a spontaneous disturbance is not allowed to play out. Instead, the authorities in both countries use policy instruments in order to pursue two specific policy targets: internal and external balance. The policy targets of internal and external balance are the core focus throughout Meade’s book, and the simultaneous preservation of internal and external balance is the objective of the authorities in both countries. Meade defines internal balance as follows:
We shall talk as if the objective of internal balance were simply that of maintaining a level of total demand for all the country’s products sufficiently high to maintain full employment, but not so high as to lead to a continuing inflation of money prices and costs. (Meade 1951, p. 106)

In short, internal balance is defined as full employment with stable prices\(^8\). External balance occurs when there is no deficit or surplus on the balance of payments; i.e., the level of accommodating finance is zero. This does not mean that the trade balance necessarily sums to zero: a negative trade balance could, for example, be offset by private capital inflow, requiring no accommodating transaction by the monetary authority. In our example, if both A and B were in internal and external balance to begin, the spontaneous increase in expenditure in A has resulted in above-full employment in both countries, a balance of payments deficit in A and a balance of payments surplus in B. These represent two of four possible disequilibrium situations, with situation (4) applying to country A and situation (2) applying to country B:

Any one country can be in any of four possible disequilibrium situations. It can be (1) a surplus country with a domestic slump, (2) a surplus country with a domestic boom, (3) a deficit country with a domestic slump, or (4) a deficit country with a domestic boom. (Meade 1951, p. 158)

Policy Instruments

The question that permeates Meade’s book is how a country in any one of these disequilibrium situations can simultaneously restore internal and external balance. As the example showed, changes in expenditure and relative prices affect both the internal and external situations on their own. Higher (lower) domestic expenditure increases (reduces) employment and output at home but also leads to increased (reduced) imports. Likewise, an unfavourable (favourable) movement in the terms of trade – assuming the Marshall-Lerner condition holds – affects the external situation initially through higher (lower) exports and lower (higher) imports, which then influences the internal employment situation. Consequently, any spontaneous change that disrupts a situation of internal and external balance in both countries will require policy action to correct it. This is where policy instruments come into play. The policy instruments available to the authorities fit within two categories: ‘financial policy’ and ‘price adjustments’ (Meade 1951, Chapters VIII & XI).

\(^8\) Meade acknowledged in his Nobel acceptance speech that full employment and stable prices can be in conflict. He explained his definition of internal balance as a product of Keynesian thinking at the time, which saw stable prices as a characteristic of full employment (Meade 1977b).
Financial policy consists of fiscal and monetary policy, and price adjustments refer to the manipulation of the exchange rate and/or money wages. The assumptions of ‘the neutral economy’ held these variables constant, but they can now be used by the authorities to pursue the twin policy objectives. This means that changes in government spending, taxation and interest rates can be used to influence domestic expenditure, and changes in money wages or the exchange rate – viewed as two means to the same end – can be used to alter the terms of trade.

Conflicts Between Policy Targets

A key point emphasised by Meade in chapters X and XI is that conflicts can arise between internal and external balance with the use of either policy instrument. Consider, for example, a country with a balance of payments deficit and a domestic slump. If the authorities use price adjustments to make their terms of trade less favourable, this improves the country’s trade balance through higher exports and lower imports, which then boosts employment and income internally. Hence the price adjustment, whether through lower money wages or exchange depreciation, unambiguously helps to restore internal and external balance. But now consider an alternative response. Instead of price adjustments, this time the authorities use financial policy and increase government expenditure to combat unemployment. This helps restore internal balance, but the increased domestic expenditure leads to higher imports and this worsens the country’s balance of payments problem. There is a conflict between targets with the use of financial policy in this situation. Meade shows with meticulous detail that each disequilibrium situation will involve a conflict between targets with one of the policy instruments. In doing so, he is making a critical general point: the number of policy objectives must be matched by the same number of policy instruments. In the case above, if for some reason financial policy was the only instrument available to that country, the authorities would be forced to choose between internal and external balance.

Two Instruments for Two Targets

The key message is that two instruments are needed for two targets to avoid any conflict in policy. A valid question, then, is which instrument should be used in pursuit of each target. As price adjustments and financial policy both affect the internal and external situation, Meade explains that either instrument could be used to pursue either objective:

---

9 Tinbergen (1952) made the same point at about the same time as Meade. A general mathematical exposition regarding the issue of policy targets and policy instruments can be found in Mundell (1968, pp. 207-210).
Now there are two ways in which the authorities of a particular country may combine the use of financial policy and of price adjustment. (i) First, financial policy may be used for the preservation of internal balance and price adjustment for the preservation of external balance. (ii) Second, financial policy may be used for the preservation of external balance and price adjustment for the preservation of internal balance. On either of these principles the authorities of any one country can set about the simultaneous preservation of internal and external balance. (Meade 1951, p. 157)

Despite the effectiveness of both instruments, the assumption made for much of the book is, perhaps predictably, that financial policy is used to target internal balance and price adjustments are used to target external balance. This assumption can be used to demonstrate another critical message in Meade’s analysis: in each of the possible disequilibrium situations, the necessary direction of one policy instrument is clear, but the necessary direction of the other is ambiguous. To illustrate this point, consider once more a situation in which a country has a domestic slump and balance of payments deficit. The restoration of internal and external balance would proceed as follows:

On principle i relative prices will be lowered in the interests of external balance and domestic expenditure will be inflated in the interests of internal balance. Internal balance will be very quickly restored although there is no net change in external balance. Relative prices must, therefore, continue to be lowered, which will tend now to produce a boom at home. The inflationary financial policy must, therefore, be replaced by a deflationary policy. In the end relative prices will be substantially lowered, while there may be a small net inflation or deflation of domestic expenditure by financial policy. (Meade 1951, p. 160)

In this particular disequilibrium scenario, the increased domestic expenditure and lower relative prices will both work to quickly address the internal slump, but they counteract each other on the external side. Therefore, relative prices must be lowered further to achieve external balance, but this leads to a domestic boom that will have to be corrected with a financial policy that reduces domestic expenditure. While it is clear that relative prices need to be lowered, the actual level of domestic expenditure at the simultaneous equilibrium is ambiguous: it could be higher or lower. This is just one example from the four disequilibrium situations. Meade shows with each one that the direction of only one instrument will be clear and the other ambiguous (Meade 1951, pp. 157-162).
Home-trade and Foreign-trade Products

Though the core of Meade’s analysis involves the maintenance of internal and external balance within his two-country, two-good model, he distinguishes between international (‘foreign-trade’) and domestic (‘home-trade’) goods in chapter XVIII. Foreign-trade products consist of exports and import-competing products and correspond to Wilson’s definitions of exportables and importables. Meade begins chapter XVIII by considering the effects of a devaluation on the terms of trade and the trade balance, assuming that money wage rates are constant and both countries adopt financial policies for internal balance. He argues that the effect of devaluation is to raise the price of foreign trade products relative to home-trade products in the devaluing country. The prices of imports increase as a direct result of the devaluation, and import-competing products increase in price because consumers begin to favour them over imports. The higher prices for foreign-trade products relative to home-trade products leads to a movement of demand away from foreign-trade products toward home-trade products and a movement of supply away from home-trade products toward foreign-trade products. Meade identifies this as the mechanism that improves the trade balance in the devaluing country, and it echoes the reasoning employed by Wilson. As for the movement of the terms of trade after devaluation, Meade concludes that it is possible for the terms of trade to move favourably if in consumption and production there is low substitutability between export and non-export products. But if in either consumption or production substitutability is high, export and non-export prices will move proportionately and the products of a country can once again be treated as a homogeneous group. This is where the analysis of domestic goods ends. Having effectively assumed away a distinction between domestic and international goods, Meade then analyses the effects of a devaluation under different assumptions regarding the values of the import demand and export supply elasticities. That is, he considers the effects of a devaluation within the BRM framework.

Sidney Alexander and Absorption

Shortly after the publication of Meade’s The Balance of Payments, Sidney Alexander (1952) also considered the effects of devaluation on the trade balance, though his focus was not on elasticities. Instead, his concern was the relationship between domestic expenditure and national income, both measured in real terms. He began, as Meade did, with the national income accounting identity, expressed below in its modern form:

\[ C + I + G + (X - M) = Y \]  

(3)
Domestic expenditure, comprising private and public consumption and investment \((C + I + G)\), was called absorption. Alexander noted that the trade balance equals the difference between real income and real absorption: when real absorption is less than real income, the trade balance is positive; when real absorption exceeds real income, the trade balance is negative. A currency devaluation, then, can only improve the trade balance to the extent that the level of real income rises relative to the level of real absorption.

Whether this would occur depended on the internal position of the economy. In situations of unemployment, Alexander argued along similar lines to Meade: the devaluation would lead to an increase in exports and a reduction in imports, which would have the effect of putting idle resources to work and boosting real income. As long as the increase in real income exceeds the increase in real absorption, which he considered likely, then the devaluation would improve the trade balance. In situations of full employment, however, the consequences of a devaluation differ. Since full employment means the economy is at maximum real income, a devaluation would only lead to higher prices and higher money income. Thus, with real income constant, devaluation improves the trade balance only if it leads to a reduction in real absorption. Alexander identified a number of ways devaluation could directly lower the level of absorption, such as cash balance effects and income redistribution effects, but judged their effect on real absorption to be weak at times of full employment (Alexander 1952, p. 274). Therefore, if devaluation cannot change real income or real absorption, then it cannot affect the trade balance.

This was a critical insight that Meade had overlooked. As Corden (1965, pp. 14-15) and Krueger (1969, p. 7) pointed out, Meade had always assumed that internal balance would be maintained by appropriate financial policy; he did not consider a situation where a country began in internal balance and the effects of a devaluation were allowed to play out. Alexander’s contribution was critical not only because he highlighted situations in which devaluations were ineffective (that had already been argued with the elasticity approach) but also because he demonstrated the critical link between real absorption and the balance of payments at full employment. In situations of full employment, devaluation can only improve the trade balance if it is accompanied by policies to reduce real absorption. Using Meade’s terminology, the critical instrument for correcting a balance of payments deficit in a situation of internal balance is financial policy, not price adjustments (Corden 1965, p. 16).
4. Trevor Swan and James Meade

Trevor Swan

The works of Meade in particular and Alexander were to become central to Trevor Swan’s contribution. Born in Sydney in 1918¹⁰, Swan studied economics at the University of Sydney and graduated with first-class honours and the University Medal in 1940. After teaching briefly at the University of Sydney, he joined the Department of War Organisation of Industry as an economist in 1942 and was prominent in the writing of the White Paper *Full Employment in Australia* (1945). In 1946 he became chief economist in the Department of Post-War Reconstruction, and in 1947-48 he was seconded to the British Cabinet Offices, where he had the opportunity to interact with leading British economists – including James Meade, whom he found most impressive (Butlin & Gregory 1989, p. 371). In 1950, aged only 32, he was appointed Foundation Chair in Economics at the newly created Australian National University (ANU). Swan’s appointment was the culmination of an intriguing worldwide search that involved unsuccessful approaches to, among others, James Meade, Paul Samuelson and Roland Wilson (Cornish 2007a). Swan remained at the ANU until his retirement in 1983. In 1975 he commenced the first of two five-year terms on the board of the Reserve Bank of Australia. In 1987 he received, jointly with Colin Clark, the inaugural Distinguished Fellow Award from the Economics Society of Australia. He died in Canberra in 1989.

Australia in the 1950s

The Australian economic situation in the 1950s provided the ideal practical application of the new contributions of Meade and Alexander. With the devastation of the Depression still fresh in the nation’s consciousness, full employment became a bipartisan policy objective of the Australian Parliament. The impetus for this commitment was the 1945 White Paper on full employment, which explicitly acknowledged the role to be played by the Australian Federal Government in maintaining aggregate demand at a level necessary for high and stable employment (see Coombs 1994). On this measure alone, the policy was a success: unemployment was remarkably low in the 1950s, averaging only 0.99 per cent during the decade (Reserve Bank of Australia 1997). However, these low levels of unemployment coincided, perhaps predictably, with balance of payments problems. Corden (1968, p. 98)

---

¹⁰ Biographical information on Trevor Swan can be found in Butlin and Gregory (1989), Cornish (2012), King (2007), and Swan (2006).
explains how the Korean War (1950-1953) led to an export boom that caused an internal boom. Both preceded a balance of payments crisis caused by a slump in wool prices, high wages, and high levels of public and private investment. In 1952 the government responded by introducing wide-ranging import restrictions, and these remained in place until 1960. Thus Australia in the early-mid 1950s was, in Meade’s terms, a country experiencing a domestic boom and balance of payments deficit. This, of course, was precisely the full employment situation that Alexander applied his absorption approach to.

Two Papers for Two Conferences

It was within this context that Trevor Swan made his contribution. His two articles were presented at seminars in 1953 and 1955, though both were published years later in 1960 and 1963 respectively. His first paper, titled ‘Economic Control in a Dependent Economy’, was an algebraic formulation of Meade’s ideas, particularly around the notions of policy targets and policy instruments, yet it differed from Meade’s approach in its treatment of the terms of trade. His second paper, titled ‘Longer-Run Problems of the Balance of Payments’, built on the key themes of the first but was more specific in its application to the Australian situation of the 1950s. Furthermore, the influence of Meade and Alexander was more pronounced in that paper.

‘Economic Control in a Dependent Economy’

Swan’s first paper, presented at an ANU seminar in 1953, explored the most effective way policy instruments could be manipulated by Australian authorities to achieve three policy targets: internal balance, external balance and price stability. He introduced an algebraic model with six variables: real income ($Y$), the real import surplus ($J$), real expenditure ($D$), the internal price level ($P$), the external price level ($R$), and the money wage level ($W$). The external price level is an index of export and import prices measured in domestic currency. The three policy targets – internal balance, external balance, and price stability – require specific values of $Y$, $J$ and $P$ to be achieved simultaneously. These target variables can be controlled by manipulating real expenditure (financial policy), money wages (price adjustments through income policy), and the external price level (price adjustments through the exchange rate). Thus far, aside from the addition of an extra target and the emphasis on real variables, the analysis was essentially no different to Meade’s. However, Swan departed from Meade in one crucial respect when listing the model’s assumptions:
We take as given the available labour force and other domestic resources, and the technical and entrepreneurial environment which determines the productivity and competitive structure of the economy … Similarly, we take as given the terms of trade between export and import prices, and also the level of capital inflow or outflow and other financial transfers. This means that the balance of payments is fully determined at any volume by the import surplus. To treat the terms of trade as a datum is in sharp contrast with most of the literature; the argument is directly applicable to a “dependent economy” – i.e., a small country which trades in world markets that are competitive in the sense that the prices it receives for exports and pays for imports are independent of its domestic conditions of supply and demand. However, for a majority of countries (by number, not by weight), and typically for those exporting chiefly primary products, this assumption is closer to reality than the usual text-book situation in which the terms of trade are regarded as sensitive to domestic changes, and home-trade products are more or less interchangeable with exports.\footnote{1. This is, for example, the situation envisaged almost throughout the latest standard work, J.E. Meade’s *The Balance of Payments*, 1951. Thus Meade insists that the whole modus operandi of exchange depreciation as a means of improving the balance of trade is by cheapening exports in terms of imports (e.g. p. 170). Again, he reaches the conclusion that an effective exchange depreciation must reduce real wages via a worsening of the terms of trade (p. 202), although in fact the conclusion holds even if the terms of trade are left unchanged. It is significant that an economist from a primary producing country was one of the first to develop balance of payments theory along new lines by stressing the relationship between external prices and domestic costs, rather than the terms of trade (Dr. Roland Wilson, *Capital Imports and the Terms of Trade*, 1930). (Swan 1960, pp. 53-54)}

Swan employed the argument raised by Wilson two decades earlier, though he made it more forcefully. A small or ‘dependent’ economy such as Australia is a price taker in world export and import markets. This means the prices of its exports and imports are determined in world markets and cannot be influenced by domestic conditions of supply and demand. Swan appreciated how significant a departure this was from conventional thought; he referenced Meade but also could have listed Viner and Taussig before him. Meade, whose basic framework treated a country’s goods as a single homogeneous group, had always assumed that a depreciation or reduction in money wages would lead to an unfavourable movement in the terms of trade. He discussed the possibility of the terms of trade moving in either direction in his brief treatment of home-trade and foreign-trade products, but even then he assumed a depreciation would affect the terms of trade in some way. In effect, then, Meade had never considered the case of a small country whose terms of trade are determined exogenously. In
making his point, Swan was again challenging the orthodox view which saw the terms of trade as the key relative price in balance of payments adjustment. He altered Meade’s analysis by emphasising the price of international goods relative to domestic money wages (Wilson’s relative price expressed in terms of work hours rather than commodity units) instead of the terms of trade. A devaluation cannot influence the terms of trade of a small country, but it raises the price of international goods (exportables and importables) relative to domestic money wages. This in turn instigates demand and supply side responses that lead to an improved trade balance.

With the emphasis switched from the terms of trade to the ratio of the external price level \((R)\) to domestic money wages \((W)\), Swan’s model thus had the following functional relationships:

\[
D = Y + J
\]  
\[
Y = f\left(\frac{D}{R}, \frac{R}{W}\right)
\]
\[
J = f\left(\frac{D}{R}, \frac{R}{W}\right)
\]
\[
P = f(D, R, W)
\]

Equation (4) is a rearranged statement of the national income identity; equations (5) and (6) show that the internal position \((Y)\) and external position \((J)\) both depend on real expenditure and the international-domestic price ratio, i.e., income and relative price effects; and equation (7) states that the internal price level depends on real expenditure, external prices and money wages. The three targets of internal balance, external balance and price stability each require specific levels of \(Y\), \(J\) and \(P\). This means there must be one value of \(D\) and one value of \(R/W\) that guarantees internal and external balance simultaneously. Price stability then depends on the values of \(R\) and \(W\), holding the ratio between the two variables constant (Swan 1960, p. 56). As higher levels of \(D\) and higher levels of \(R/W\) both lead to increased real output, maintaining a constant level of real output (internal balance) requires that these variables move in opposite directions. Analogously, as higher levels of \(D\) and lower levels of \(R/W\) both lead to higher imports, maintaining a constant import surplus (external balance) requires that these variables move in the same direction. With real income, the real import surplus and the internal price level as targets of economic policy, Swan, like Meade, explained the various
ways in which a policy instrument could be associated with a particular policy target. He concluded that the most effective regime for simultaneous equilibrium would see the Treasury control the level of real expenditure to target internal balance, the Arbitration Court control the level of money wages to target external balance, and the Commonwealth Bank (the Australian central bank at the time) control the exchange rate to target internal price stability (Swan 1960, pp. 65-66).

‘Longer Run Problems of the Balance of Payments’

Swan presented his second paper at the ANZAAS conference in Melbourne in 1955. He began by lamenting the lack of emphasis in the 1945 White Paper given to the influence of real expenditure and relative prices on the balance of payments:

Fears about the future, which are shared by many economists, arise from a suspicion that in all these three directions the will and/or the means to the required policy action are lacking, and that we are therefore faced with a persistent tendency towards over-spending, excessive wage costs, balance of payments deficits, and more or less permanent import restrictions with a consequent bias towards inflation and a “distortion” (in some senses) of patterns of investment and production. (Swan 1963a, p. 385)

The emphasis on real expenditure and relative prices was indicative of the theoretical work by Meade and Alexander that followed the White Paper’s publication. Swan went on to convey his point diagrammatically, using for the first time an illustration which has since become known as the ‘Swan diagram’. He dropped the target of price stability from his previous seminar and focused instead on internal and external balance. All other assumptions from the previous seminar – such as constant terms of trade, capital flows and productivity – remained. The diagram, shown in figure 2, was presented with the international price level relative to money wages – renamed the ‘cost ratio’ – on the vertical axis and the level of real expenditure on the horizontal axis. He described how internal balance could be maintained with a high cost ratio (a more competitive international position) as long as real expenditure is kept low, and vice versa. Analogously, external balance can be maintained with a high cost ratio as long as real expenditure is also high, and vice versa (Swan 1963a, p. 386). At their intersection, the two lines identify the specific values of real expenditure and the cost ratio needed to simultaneously achieve internal and external balance.
Meade’s Situations Become Swan’s Zones

Meade’s contribution is essential to the interpretation of the Swan diagram. As the internal balance line shows all real expenditure and cost ratio combinations that result in full employment, holding the cost ratio constant and reducing real expenditure (a horizontal movement to the left) results in unemployment. Similarly, holding the cost ratio constant and increasing real expenditure (a horizontal movement to the right) leads to over-full employment. The same logic applies to external balance. Holding the cost ratio constant and reducing real expenditure decreases imports and creates a balance of payments surplus, whereas an increase in real expenditure increases imports and creates a balance of payments deficit. Therefore, every point to the left of the internal balance line represents unemployment and every point to the right represents over-full employment. Similarly, every point to the left of the external balance line represents a balance of payments surplus and every point to the right represents a balance of payments deficit. The external and internal balance lines divide the diagram into Swan’s ‘four zones of economic unhappiness’. These zones, which are identified in figure 3, are precisely the four disequilibrium scenarios described in Meade’s *The Balance of Payments*. Restoring internal and external balance within any zone requires a combination of cost ratio (relative price) and real expenditure adjustments.
Policy Conflicts and Ambiguities

The Swan diagram also conveys Meade’s findings about conflicts between targets when only one instrument is available, and uncertainty as to the necessary direction of one policy instrument in each disequilibrium situation (zone). The conflict can be seen by considering point A in figure 3, which shows a situation of unemployment and balance of payments deficit (zone III). If, for example, the control of real expenditure was the only instrument available, then a choice must be made between reducing real expenditure and moving toward external balance, or increasing real expenditure and moving toward internal balance. The same argument can be made if only relative price adjustments are available, thus emphasising the need for two policy instruments for two policy targets. On the issue of ambiguity for one policy instrument in each zone, Swan elucidated Meade’s point:

Between the two halves of each zone, as divided by the broken straight lines, the causes of disequilibrium differ. Only in Zones II and IV is the level of spending unequivocally too low or too high; only in Zones I and III are costs unequivocally too low or too high. Thus in each zone the necessary direction of adjustment of one of the two factors, E (real expenditure) and R (cost ratio), is apparent, whereas the other may be either too high or too low, depending on our precise position in the zone. Conversely, over-spending is consistent with both unemployment and over-employment, and with both a balance of payments surplus and a deficit (but not with under-employment and a
surplus together); and so on. This is the source of many of the problems and errors of economic policy – if one factor is substantially out of line, the “natural” indications for the other may be quite misleading. For policy, we need to know which quadrant we are in, whereas the mere facts of the employment situation and the balance of payments can tell us only which zone we are in. (Swan 1963a, p. 387)

This is largely a restatement of Meade’s point, but the diagrammatic exposition adds clarity. Consider, again, point A in zone III. The diagram shows that a return to internal and external balance will ultimately require both an increase in real expenditure and an increase in the cost ratio. Now contrast that solution with point B, which is also in zone III. In this case, simultaneous internal and external balance requires a decrease in real expenditure and an increase in the cost ratio. Meade’s point is confirmed: in each zone the necessary direction of one instrument is clear but the other is ambiguous. Swan clarified Meade’s analysis by pointing out that economic data can only tell us which zone we are in, whereas an appropriate policy response requires knowledge of which quadrant we are in. Consequently, a ‘natural’ policy response – such as increased expenditure at point B – may be counterproductive.

Absorption in the Swan Diagram

The key insight of Alexander’s absorption approach can also be seen in the Swan diagram. Any point on the internal balance line to the right of the external balance line is a situation of full employment and balance of payments deficit. A depreciation, which increases the external price level, is a vertical movement away from the internal balance line. If, as Alexander assumed, the full employment level of output cannot be exceeded, then the increase in the cost ratio must be accompanied by a reduction in real expenditure that takes the position of the economy back onto the internal balance line. Therefore, real expenditure must fall if a depreciation is to restore external balance at full employment.

James Meade Visits Australia

The year after Trevor Swan first presented his diagram, he had the opportunity to discuss his amendment to Meade’s model with the author himself. A joint initiative between the Commonwealth Bank and the economics department at the ANU saw Meade visit Australia as a guest in 1956 (Arndt 1995). He was stationed at Swan’s department for the duration of his visit and published two articles in the *Economic Record* during his stay. The first, titled ‘The Price Mechanism and the Australian Balance of Payments’ (1956), dealt with the Australian internal and external situation of the time. Meade advocated a deflationary
financial policy to contain domestic expenditure and reduce over-employment, but he felt this particular policy would not be enough to correct the balance of payments situation (once again, one instrument was insufficient). As a result, he advocated a flexible exchange rate regime (in place of import restrictions) as a long-term solution to Australia’s ‘residual’ balance of payments problem. Although this was Meade’s textbook solution to a problem of over-employment and balance of payments deficit, there was change in emphasis regarding the effects of devaluation. No longer did a devaluation operate through the terms of trade; instead, the effect was to raise the price of exports and imports relative to domestic goods. Meade had accepted Swan’s argument that the terms of trade is effectively fixed for countries like Australia:

Now a depreciation of the exchange rate and a cut in wage-rates are best regarded as alternative means of raising the price of imports and exports relatively to the price of other products in the Australian economy. (Meade 1956, p. 244)

Australia’s terms of trade are not likely to be seriously affected by a general price adjustment. The price in foreign exchange of her imports is not likely to change much because of the high elasticity of supply of these products to her. The price of her exports in foreign exchange is not likely to be affected very significantly because the elasticity of her supply of exports to the outside world is likely to be rather low in the case of those products for which the overseas elasticity of demand is low. The Australian economy is such that a general adjustment of Australian prices and costs relatively to world prices and costs would effectively improve Australia’s balance of trade. It would considerably decrease her demand for imports and somewhat increase her supply of exports at not very different terms of trade between imports and exports. (Meade 1956, p. 248)

Meade had clearly been influenced by Swan. He now accepted that the crucial relative price was the price of international goods (exports and imports) to domestic goods. He argued that his preferred option of currency devaluation would improve the balance of payments in two ways: first, higher domestic prices for exportables would encourage more production in those sectors and also cause demand to shift from exportables to domestic goods; second, higher domestic prices for importables would encourage more production in those sectors and also cause demand to shift from importables to domestic goods. These effects would bring about an increase in exports and a reduction in imports (Meade 1956, pp. 245-246). Meade had briefly discussed this mechanism in his chapter on domestic goods but never in the context of constant terms of trade.
5. The Models of Salter and Corden

Wilfred Salter

The year of James Meade’s visit coincided with Wilfred Salter’s appointment by Trevor Swan as a research fellow in the ANU’s Research School of Social Sciences. Born in Perth in 1929\(^{11}\), Salter studied economics at the University of Western Australia (UWA) and graduated with first-class honours in 1953. He then moved to Cambridge University on a Hackett Travelling Scholarship, where he was awarded his PhD in 1955. His PhD thesis formed the foundation of his book *Productivity and Technical Change* (1966), which Harcourt (2007, p. 243) describes as ‘a modern classic in economics’. He left Cambridge for John Hopkins University in 1955, holding the position of research fellow for the 1955-56 academic year. He joined Swan at the ANU in September 1956 and remained there until he was hired as an Assistant Secretary in the Cabinet Division of the Prime Minister’s Department in 1960. In 1962 he joined Harvard University’s advisory development service, moving to Pakistan as an economic adviser to the government. He remained in Pakistan until his premature death from heart disease in 1963.

The Composite Commodity Theorem

Salter’s contribution to the dependent economy model, published as ‘Internal and External Balance: The Role of Price and Expenditure Effects’ in the *Economic Record* in 1959, was completed during his tenure in Swan’s department at the ANU. What is striking about Salter’s contribution is how much of a deviation it was from his prior research. His honours thesis at UWA involved the construction of an index of industrial production; his PhD thesis, which evolved into his classic book, concerned technical change and productivity; and his other published article at the ANU considered the aggregation of the capital stock. This prior research, though seemingly disparate, may offer a clue as to why Salter took an interest in Swan’s model. Weber (2011, p. 111) describes how Salter gained an understanding of the composite commodity theorem during his honours research at UWA. The theorem, attributed to Leontief (1936) and Hicks (1946), states that groups of commodities can be aggregated into a single commodity in economic policy analysis as long as their relative prices remain unchanged. Weber (2011) explains that issues of aggregation were a common thread throughout Salter’s research. Salter recognised that the capital stock is an invalid economic

\(^{11}\) Biographical information on Wilfred Salter can be found in Cornish (2004), Dowsett and Peters (1964), Harcourt (1962, 2007), Pitchford (2002), and Swan (1963b).
aggregate in macroeconomic modelling because macroeconomic policy affects the term structure of interest rates and hence relative prices between capital goods of different longevity. But since domestic economic policy does not affect the terms of trade of a small country, he realised that exportables and importables could be aggregated into a composite commodity.

The Salter Model

Salter begins his article by restating the small country assumption and notes the ‘considerable simplifications’ that this assumption allows; namely, the subsequent aggregation of exportables and importables into the composite commodity, traded goods.

The procedure of treating exportables and importables as a single class of good (traded goods) is quite legitimate so long as the terms of trade are unaffected by events inside Australia. The reason is that any quantity of exportables may be exchanged for importables at the relative price determined by the given terms of trade.

4. The formal assumption is a perfectly elastic world demand for exports, and a perfectly elastic world supply of imports. (Salter 1959, pp. 226-227)

Salter, without explicitly referring to the composite commodity theorem, understood that the aggregation of exportables and importables is acceptable in economic policy analysis because of the constant terms of trade assumption. This enabled him to reduce Swan’s three-good model down to two, bringing it into line with traditional two-dimensional international trade geometry (Corden 1968, p. 104). The Salter model is shown in figure 4, with the quantity of non-traded goods on the vertical axis and the quantity of traded goods on the horizontal axis. With only two goods in the model, there is only one relative price: the price of traded goods (international) relative to non-traded goods (domestic).
The production possibility frontier XX shows all the combinations of non-traded and traded goods that can be produced with full employment of the economy’s resources. The expenditure line EF represents the level of domestic expenditure (absorption). As drawn, domestic expenditure is exactly equal to full employment income, though expenditure and income need not coincide. The slope of the expenditure line is given by the price of traded goods relative to non-traded goods. The economy’s production point occurs at the point of tangency between the full employment income line EF and the production possibility frontier. The consumption point occurs at the highest possible indifference curve given the level of domestic expenditure.

**Internal and External Balance**

Salter used his diagram to illustrate some of the core ideas in Meade’s and Swan’s prior work. In figure 4, the consumption and production points of the economy lie in exactly the same position at point A. As a result, the demand for non-traded goods is equal to the production of non-traded goods and the demand for traded goods is equal to the production of traded goods. This is a situation of internal and external balance within the Salter model\(^\text{12}\). The location of the consumption point relative to the production point determines which of Swan’s zones the economy is operating in. Assuming that production is at point A, if the consumption point is

\[^{12}\text{Salter, like Swan, assumed that the balance of payments is fully determined by the trade balance, i.e., the demand for versus the supply of traded goods. Therefore, other balance of payments items such as capital flows are assumed constant.}\]
anywhere other than A then the economy must be in one of Swan’s four zones of economic unhappiness. For example, point B, which is southeast of A, is our familiar situation of unemployment and balance of payments deficit (zone III). At B, the demand for non-traded goods falls short of supply and the demand for traded goods exceeds the domestic supply.

**Price and Expenditure Effects**

As Meade argued in *The Balance of Payments*, the correction of any disequilibrium situation requires a combination of financial policy and price adjustments. In Salter’s model, the effect of a change in financial policy (e.g., change in government spending) is shown by a parallel shift of the expenditure line EF. Higher government spending increases domestic expenditure and shifts the expenditure line outward; lower government spending moves it inward. Price adjustments affect the price of traded goods relative to non-traded goods and are reflected by a change in the slope of the income and expenditure lines. The diagrammatic representation of these price adjustments is where Salter’s model stood out from previous contributions. Wilson, Swan and Meade had all described in words the consumption and production responses to a change in the relative price, but Salter’s two-dimensional diagram made graphical illustration possible. A depreciation, by increasing the price of traded goods relative to non-traded goods, steepens the income and expenditure lines. This creates a new point of tangency on the production and consumption side, both of which influence the internal and external situation. Figure 5 shows the possible effect of a depreciation that follows an initial position of internal and external balance at point A. The new relative price causes the production point to shift to B (an increase in the production of traded goods and a decrease in the production of non-traded goods) and the consumption point to shift to C (a decrease in the consumption of traded goods and an increase in the consumption of non-traded goods). The consumption and production responses combine to create an excess supply of traded goods (a trade surplus), shown as the horizontal distance between B and C.
Max Corden

Around the time the dependent economy model was being discussed and developed at the ANU, Max Corden (1927-)\(^{13}\) was appointed Lecturer in Economics at the University of Melbourne in 1958. Corden had studied commerce in his undergraduate days there, graduating with first-class honours in 1950. He moved to the London School of Economics in 1953 and was awarded his PhD (supervised by James Meade) in 1956. His proximity to Meade – both as supervisor and coursework teacher – meant that he was very familiar with the ideas developed in *The Balance of Payments* (Corden 1996a). It is unsurprising, then, that the ideas being developed at the ANU, which were an outgrowth of Meade’s seminal text, were to be of interest to him. Corden’s contribution, published as ‘The Geometric Representation of Policies to Attain Internal and External Balance’ in *The Review of Economic Studies* in 1960, incorporated the ideas of Meade, Swan and Salter, but distinguished itself from Swan and Salter by including a larger emphasis on issues such as import restrictions and tariffs – policies that were relevant to the Australian economic situation at the time. Furthermore, the influence of Harry G. Johnson’s ‘Towards a General Theory of the Balance of Payments’ (1958) was clear.

\(^{13}\) Biographical information on Max Corden can be found in Coleman (2006), Corden (2000) and Groenewegen and McFarlane (1990).
Expenditure Switching and Expenditure Reducing/Changing Policies

Johnson’s (1958, pp. 153-168) discussion of balance of payments theory includes a prominent focus on the absorption approach. Like Alexander before him, he explains how a trade deficit implies an excess of real absorption over real income/output. He distinguishes between two policies that can improve the balance of payments: those that aim at increasing real output and those that aim at reducing real absorption. Since domestic output depends on the amount of demand for it, an increase in output requires that expenditure (either foreign or domestic) be switched onto domestic output. Johnson classifies expenditure-switching policies as either ‘general’ or ‘selective’. General policies consist of devaluation and deflation, whereas selective policies consist of trade controls such as import restrictions and tariffs. Policies that aim at directly reducing real absorption are expenditure-reducing policies. Using Johnson’s terminology, Meade’s price adjustments and financial policies are types of expenditure-switching and expenditure-changing policies respectively. As Alexander had shown with depreciation, Johnson explains that an expenditure-switching policy alone is futile in situations of full employment unless it is accompanied with expenditure reduction by way of fiscal or monetary policy. The switching policy would then offset the employment reducing effects of the reduced expenditure (Johnson 1958, p. 167).

Corden’s Model

Corden’s article was at its core a diagrammatical analysis of expenditure-switching and expenditure-changing policies. The basic model, which was originally used in Hemming and Corden (1958) and is shown in figure 6, has home-produced goods (non-traded) on the vertical axis and imports (rather than traded goods) on the horizontal axis. The relative price that determines the slope of the expenditure line is thus the price of imports in terms of home-produced goods. The foreign currency prices of imports and exports are assumed constant, as is the volume of exports. Though the relative price in Corden’s model differs from Salter’s, the constant terms of trade assumption means that any change in the price of imports relative to home goods is a proportionally equivalent change in the price of traded goods relative to non-traded goods. The assumption that the foreign currency value of exports does not change, together with the assumption that all other balance of payments items are fixed (e.g., capital flows), means the balance of payments is fully determined by the level of imports consumed. Likewise, the internal situation is determined by the consumption level of home-produced goods.
**Internal and External Balance**

The solid horizontal and vertical lines emanating from H and Z in figure 6 indicate the consumption levels of home-produced goods and imports necessary for internal and external balance. Simultaneous equilibrium requires the consumption point of the economy to lie at the intersection of these two lines at point K. As in the Salter model, the point of tangency between the indifference curve and the expenditure line determines the consumption point (not to be confused with the overall equilibrium point) of the economy. Since tangency between the indifference curve kk and the expenditure line FG in figure 6 occurs at point K, this is a situation of internal and external balance. Disequilibrium situations occur if the consumption point is anywhere other than K. Consumption points to the right of K are situations of balance of payments deficit, and consumption points to the left of K are situations of balance of payments surplus. Similarly, consumption points above K indicate overemployment, and consumption points below K indicate underemployment. These lines then divide the Corden model into Swan’s four zones of economic unhappiness in the same manner as the Salter model. Correcting a disequilibrium situation then requires a combination of expenditure-switching and expenditure-changing policies to avoid conflicts between targets.
Swan’s Quadrants Become Policy Sectors

As in the Swan diagram, simultaneous equilibrium requires a specific relative price (shown by the slope of the expenditure line FG) and a specific level of real expenditure (shown by the indifference curve\textsuperscript{14} kk). The dashed OT line is the income consumption curve for the relative price that prevails at the simultaneous equilibrium. Corden uses the indifference curve kk and the income consumption curve OT to divide the diagram into ‘policy sectors’, which are analogous to Swan’s quadrants. As the indifference curve is used to indicate constant levels of real expenditure, any consumption point north-east of kk (on a higher indifference curve) means real expenditure is higher than the level needed for internal and external balance; similarly, any consumption point south-west of kk means real expenditure is lower than the level needed for internal and external balance. Consumption positions north-west and south-east of the OT line indicate the necessary direction for the relative price. If the consumption point is north-west of the OT line, it must mean the price of imports relative to home-produced goods is higher than the level needed for internal and external balance; similarly, if the consumption point is south-east of the OT line, it must mean the price of imports relative to home-produced goods is lower than the level needed for internal and external balance. To understand this point, consider consumption point L on the indifference curve kk. Real expenditure at L is equal to the level necessary for internal and external balance, but tangency at L must mean the price of imports relative to home-produced goods is higher than the level needed for internal and external balance (the expenditure line is steeper than FG). The significance of policy sectors A, B, C and D is that they indicate the necessary direction needed for real expenditure and the relative price to restore internal and external balance. As each zone contains two policy sectors, Corden first echoes Meade by explaining how the necessary direction of only one policy instrument is clear in each zone, and then Swan by explaining how the appropriate policy response requires knowledge of which policy sector the economy is in, rather than which zone.

Selective Switching Policies and Absorption

Johnson’s distinction between general and selective switching policies and his focus on the absorption approach were both highlighted by Corden. Whereas Swan and Salter used their diagrams to show the effects of general switching policies, Corden distinguished himself by

\begin{center}
\textsuperscript{14} Corden (1960, p. 8) notes that some may object to the use of the indifference curve to indicate constant levels of real expenditure (social welfare). For the purposes of this paper, what matters is that the indifference curve is used to highlight ideas previously expressed by Meade and Swan.
\end{center}
examining selective switching policies – namely, import restrictions and tariffs – which made his analysis more relevant to Australian economic policy in that era. He also used his model to graphically illustrate the futility of an expenditure-switching policy alone at or above full employment. Since the success of such a policy relies on a reduction in real absorption, Corden (1960, p. 17) states that expenditure-reduction is the correct instrument to associate with external balance when an economy is fully employed.
6. A Non-Traded Export: The Dependent Economy Model Abroad

Mundell, Johnson and the Monetary Approach to the Balance of Payments

By the end of 1960, three graphical models of internal and external balance had been developed by Australians economists, each emphasising the role played by the price of traded goods relative to non-traded goods in balance of payments adjustment. James Meade’s influence, however, did not end there. Robert A. Mundell (1932-) studied under Meade at the LSE in 1955-56, and he went on to take Meade’s two-instrument, two-target approach in a different direction to the Australians. Meade (1951, pp. 100-107) had anticipated aspects of Mundell’s future work by highlighting how fiscal and monetary policy differ in their overall effects on the balance of payments because of capital flows – even if their effects on domestic expenditure and the trade balance are identical. The Australian response was to treat capital flows as an exogenous variable and focus instead on relative price adjustments, but Mundell (1962) used the domestic interest rate as the policy instrument used to target external balance. He developed a conceptually similar model to the Swan diagram, with the domestic interest rate on one axis and the budget surplus on the other. The essence of his model is that a balance of payments deficit can be corrected by raising interest rates to initiate capital inflows, with fiscal policy then used to offset the employment reducing effects of higher interest rates. The practical utility of this model was a reflection of the policy environment of the era. With exchange rates fixed under the Bretton Woods regime, Mundell\(^\text{15}\) showed how internal and external balance could still be maintained with an appropriate mix of monetary and fiscal policy (eds Frenkel & Johnson 1976, pp. 32-33).

The use of monetary policy to maintain external balance formed the basis of the monetary approach to the balance of payments. The monetary approach has links with David Hume’s price-specie-flow mechanism but was formally developed by Harry G. Johnson, Robert A. Mundell, and their students at the University of Chicago during the 1960s and 1970s. Johnson (1923-1977), perhaps the preeminent figure in international economics of his generation, was an extraordinarily prolific writer who published over 500 academic articles in his relatively short lifetime (see Corden et al. 2001). In ‘Towards a General Theory of the Balance of

\(^{15}\) Mundell’s pioneering analysis of fiscal and monetary policy under perfect capital mobility is now widely known through the Mundell-Fleming model. His prolific writings in the 1960s in this field and optimum currency area theory earned him the Nobel Prize in Economics in 1999 and are collected in *International Economics* (1968).
Payments’ (1958), Johnson not only coined expenditure-switching and expenditure-changing policies in his discussion of the absorption approach, he also provided one of the first expositions of the monetary approach to the balance of payments\(^\text{16}\). The essence of the monetary approach is that disequilibrium in the balance of payments leads to an increase or decrease in a country’s foreign exchange reserves, which itself implies either an excess demand for or excess supply of money. Restoring equilibrium in the money market corrects the disequilibrium in the balance of payments and ensures the rate of change of foreign exchange reserves is zero (Frenkel & Johnson 1976, pp. 21-22). Therefore, as balance of payments disequilibria are monetary phenomena, monetary policy should be used to correct them.

**Ivor Frank Pearce**

The monetary approach out of the University of Chicago and the lesser-known Australian approach out of the ANU were the two most recent developments in balance of payments theory in the 1960s. How the Australian contribution was noticed abroad is itself an interesting story. In 1961, Ivor Frank Pearce, a fellow economist in Swan’s department at the ANU, published ‘The Problem of the Balance of Payments’ in the *International Economic Review*. Pearce used a two-country algebraic model with exportables, importables and non-traded goods to examine the effect on the balance of payments of currency depreciation at full employment. Although Pearce differed from the other Australians by not assuming constant terms of trade, he still concluded that the price of traded goods relative to non-traded goods was more important in the adjustment process than the terms of trade (Pearce 1961, p. 26). But despite drawing similar conclusions, Pearce’s paper contained no reference to the earlier work of his ANU colleagues, Swan and Salter. Heinz Wolfgang Arndt (1976), a fellow economist at the ANU at the time, explained in an interesting note the convoluted reasons why acknowledgement was deemed to be unnecessary, but the consequences were that some international scholars erroneously cited Pearce as the originator of the approach and, more interestingly, then used Pearce’s conclusions to tread intellectual ground covered by Australians years earlier.

\(^{16}\) The other being the paper by Jacques J. Polak (1957) of the International Monetary Fund.
Ronald McKinnon

A notable example is Ronald McKinnon’s influential article, ‘Optimum Currency Areas’ (1963). McKinnon used the ratio of traded goods to non-traded goods to indicate the degree of openness of an economy, and though his general concern was how the openness of an economy affected the desirability of a common currency area, his discussion veered into areas previously covered by Australians before Pearce. He broached the topic of how monetary-fiscal policy and flexible exchange rates can best be combined to simultaneously achieve full employment, balanced international payments and stable internal prices in a small open economy. McKinnon noted that Meade had considered internal and external balance as targets but added that ‘joint consideration of all three is not usually done’. Swan, of course, had focused on this issue in his 1953 seminar, which had since been published in the *Economic Record* in 1960. McKinnon went on to describe a ‘simple model’ of a small country in which the terms of trade are assumed to be unaffected by domestic policy. The effect of a depreciation in his model was to raise the price of traded goods relative to non-traded goods, which then induced consumption and production side responses that improved the trade balance. These effects were described in words, much like Wilson, Swan and Meade had done before Salter’s diagrammatic exposition. Yet credit went to Pearce and not his predecessors for highlighting the importance of the price of traded goods relative to non-traded goods in balance of payments adjustment (McKinnon 1963, p. 719).

Anne Krueger

Anne Krueger (1969) also cited Pearce’s article in her comprehensive review of balance of payments theory. Krueger, an American economist with strong Australian roots17, regarded the analysis of non-traded goods as well as the monetary approach to the balance of payments as two ‘radical’ changes in the theory of exchange rate adjustment over the previous two decades. After summarising the conclusions of Pearce’s article, she then wrote in 1969: ‘To date, to this writer’s knowledge, no other payments models have been forthcoming which further explore the role of home goods.21‘ Krueger explained in a footnote that she was working on a upcoming paper that developed a model with non-traded goods, traded goods and money (Krueger 1969, p. 10). That paper, eventually published as ‘The Role of Home Goods and Money in Exchange Rate Adjustments’ (1974), combined the analysis of non-

---

17 Krueger, whose parents were Australian, was a visiting professor at Monash University and the ANU on multiple occasions from the 1970s to the 1990s.
traded goods with the monetary approach to the balance of payments. Krueger’s article concerned the consequences of a devaluation within the monetary framework, whereby a devaluation raises the general price level and reduces the value of real money balances. Individuals then hoard money to restore the real value of their money holdings, which results in a reduction in expenditure (increase in saving) that improves the trade balance. The effect on real money balances is the link to the absorption approach. Krueger analysed this effect in a two-country model with traded and non-traded goods, which she considered a hybrid of Pearce’s and others.

Throughout, it is assumed that full employment is maintained, and that outputs of goods are functions of relative prices only. In addition, it is assumed that the country under discussion is small, and cannot affect the international prices at which it buys and sells goods. The former assumption has been widely used in models of trade balance determination, e.g. those of Pearce [7], Hahn [1] and Negishi [6]. The latter assumption is rather more limiting, since it ignores any effects on the terms of trade that might result from exchange rate changes. It is useful largely because it enables vast simplifications of the model, and highlights important aspects of the adjustment process that are obscured by the terms of trade question. In particular, traded goods may be treated as a composite commodity at any money exchange rate, since their relative prices will remain unchanged. (Krueger 1974, p. 143)

Though the models differed in emphasis, Krueger had gone through exactly the same thought process that Salter had over a decade earlier but, at her time of writing, was evidently unaware of his prior contribution. She used the small country constant terms of trade assumption to treat traded goods as a composite commodity, which allowed her to construct an identical diagrammatical model with traded goods and non-traded goods on either axis. Changes in the relative price then affected the production and consumption position of the economy (the ‘adjustment process’).

**Rudiger Dornbusch**

It was within the context of the monetary approach that Rudiger Dornbusch (1942-2002) became acquainted with the Australian model. Dornbusch completed his undergraduate studies at the University of Geneva in 1966 and received his PhD – under Harry G. Johnson, Robert A. Mundell and Stanley Fischer – from the University of Chicago in 1971. Like Krueger (1974), Dornbusch’s thesis also examined the consequences of a devaluation within the monetary framework. Two revised portions of his thesis were published in 1973
(Dornbusch 1973a, 1973b). The first included a citation of Pearce’s article but considered the effects of devaluation in a two-country model without non-traded goods. The second introduced a model with non-traded goods and constant terms of trade, but Krueger’s as yet unpublished paper was cited (among others) and not Salter’s. Hence it does not appear that Dornbusch was fully aware of the Australian contribution during his PhD study. This had changed by 1972, however, when he presented a seminar paper at a conference hosted by the University of Chicago’s Graduate School of Business (see ed. Aliber 1974). Dornbusch’s paper, titled ‘Real and Monetary Aspects of the Effects of Exchange Rate Changes’ (1974), combined the Australian model of non-traded goods with the monetary model used by Krueger.

This paper investigates the role and effects of exchange rate changes in a simple general equilibrium model of a small open economy. The purpose of the analysis is to combine two strands of literature that respectively view the sources of balance-of-payments difficulties and the effects of devaluation as “monetary” and “real.” A monetary view of devaluation would emphasize the role of the real value of cash balances while the alternative approach would place primary emphasis on relative prices and real wages, a divergence of views not entirely unlike the earlier debate over “elasticity” and “absorption” approaches. (Dornbusch 1974, p. 64)

Dornbusch, who collectively cited Swan, Meade (1956), Salter and Corden for their development of the ‘dependent economy model’, appears to have been the first international scholar to recognise the related work of these individuals.
7. Rudiger Dornbusch and Beyond

‘Real and Monetary Aspects of the Effects of Exchange Rate Changes’

Dornbusch’s 1974 paper was primarily focused on the monetary approach to the balance of payments, but it also included two refinements to the dependent economy model. The first relates to the supply side assumptions of the Salter model. Salter (1959, p. 228) described the production possibility frontier as the possible combinations of traded and non-traded goods that could be produced ‘given home factor supplies, technical knowledge, natural resources, etc’. His generality with respect to factors of production led him to describe movements along the production possibility frontier due to changes in the relative price as ‘movements of resources’ from one sector to another. This masked the forces at work in the underlying factor markets: do all factors of production move between sectors or only particular factors of production? Dornbusch (1974, p. 64) addressed this by incorporating the supply side assumptions of the specific factors model.

The Specific Factors Model

The specific factors model was a very recent addition to international trade theory at the time. Its development is generally credited to Paul Samuelson (1971) and Ronald Jones (1971), though Michael Mussa (1974) and Jacob Viner (1932) are also often mentioned. The model assumes an economy that can produce two goods with three factors of production, all of which are fixed in supply. One of these factors of production is mobile between sectors, whereas the other two are specific to a certain industry in the short run. In terms of the Salter model, Dornbusch assumes that labour is perfectly mobile between the traded and non-traded sectors, but the capital stock is divided between capital specific to the traded sector and capital specific to the non-traded sector. Under these assumptions, the ‘movement of resources’ that Salter referred to in response to a relative price change are movements of labour alone from sector to sector. This made Dornbusch’s adaptation of Salter’s model far more precise in terms of predicting the practical supply side response to a change in the relative price. Among his reasons for adopting the specific factors model assumptions, Dornbusch (1974, p. 69) cited the compelling realism they provide for short-run analysis and the relationship they yield between real wages and the price of traded goods relative to non-traded goods. The key notion behind this latter point involves product wages. A higher price

---

18 Ronald Jones and Michael Mussa were Dornbusch’s colleagues at the University of Rochester at the time.
of traded goods relative to non-traded goods, for instance, lowers the product wage in the traded sector and increases the product wage in the non-traded sector. This leads to increased employment and output in the traded sector and reduced employment and output in the non-traded sector.

**Deriving the Internal and External Balance Curves**

Dornbusch’s second refinement linked the Salter and Swan diagrams. Although the internal and external balance curves in the Swan diagram trace out internal and external equilibria for different relative prices and levels of real expenditure, Swan did not explain how the curves were derived. Corden (1960, p. 20) pointed this out in his own paper when he described the Swan diagram as being ‘magnificently simple’ but added that it was ‘a clock without a visible mechanism. It does not show how the internal and external balance curves are derived’. Dornbusch addressed this by showing how the Swan diagram can be derived from the Salter model.

Dornbusch’s analysis focused on the price of traded goods relative to non-traded goods, with notation as follows:

\[ v \equiv P_T / P_N \]  

The output of traded goods and non-traded goods is a function of the relative price, \( v \):

\[ Y_T = Y_T(v) \quad Y_N = Y_N(v) \]  

The demand for traded and non-traded goods depends on the relative price, \( v \), and real expenditure, \( E \):

\[ D_T = D_T(v, E) \quad D_N = D_N(v, E) \]  

Real expenditure, \( E \), and real output, \( Y \), are both measured in terms of non-traded goods:

\[ E \equiv vD_T + D_N \quad Y \equiv vY_T + Y_N \]  

Preferences in the Salter model are assumed to be homothetic, which means income consumption curves for each relative price are straight lines through the origin. Figure 7

---

19 The diagrammatic exposition is clearer in Dornbusch’s 1974 paper, but his notation is clearer in his 1980 textbook and has been adopted in this paper. Note that Dornbusch (1974) has traded goods on the vertical axis and non-traded goods on the horizontal axis.
shows the derivation of the Swan diagram (lower panel) from the Salter model (upper panel). Indifference curves have been omitted for clarity.

**Figure 7: Deriving the Swan Diagram from the Salter Model**
The starting position is point A in the Salter diagram, a situation of internal and external balance. The value of output in terms of non-traded goods at point A is shown by the vertical intercept $E_1$. It is now assumed that the value of $v$ increases (e.g., through devaluation) so that the slope of the full employment income line steepens. The steeper full employment income line shifts production to point B, which increases the value of output in terms of non-traded goods to $E_2$. The income consumption curve for the new relative price is shown as a straight line from the origin, OZ. It connects points of tangency between the expenditure line and indifference curves as domestic expenditure changes. Assuming that real expenditure equals real income at the new relative price, the consumption point for the economy will be at point C. With the consumption and production points no longer coinciding, point C is a situation of over-full employment and balance of payments surplus, since it lies above and to the left of B.

Restoring external balance requires that consumption be moved to point D, which entails an increase in real expenditure to $E_3$. Restoring internal balance requires that consumption be moved to point F, which entails a reduction in real expenditure to $E_4$. This is an example of a conflict between policy objectives – as identified by Meade and Swan – and this notion links the two models.

The Swan diagram drawn in the lower panel of figure 7 shows the equivalent movements. Point A represents internal and external balance with a relative price $v_1$ and level of real expenditure $E_1$. The higher relative price causes a vertical movement from $v_1$ to $v_2$, and the resultant increase in real output/expenditure is shown by the horizontal movement from $E_1$ to $E_2$ at point C. Connecting points A and C traces out Dornbusch’s YY line, which shows how the value of output in terms of non-traded goods changes as the relative price changes. Dornbusch uses this line – an addition to Swan’s original diagram – to explain the absorption approach. Restoring external balance at the new relative price $v_2$ requires an increase in real expenditure from $E_1$ to $E_3$ at point D. Connecting points A and D traces out Swan’s upward sloping external balance line EB. Similarly, restoring internal balance at the new relative price $v_2$ requires a reduction in real expenditure from $E_1$ to $E_4$ at point F. Connecting points A and F traces out Swan’s downward sloping internal balance line IB. Having now traced out the internal and external balance lines, it is clear that point C, which lies to the right of the

---

20 Dornbusch (1980, pp. 100-102) explains how it is theoretically possible for the internal balance line to be positively sloped if income effects dominate substitution effects (demand and supply side) following a relative price change. The practical implication is that a devaluation worsens the internal employment situation. Such a consequence would violate the spirit of Meade and Swan’s analysis.
internal balance line and to the left of the external balance line, is a situation of over-full employment and balance of payments surplus, just as depicted in the Salter diagram.

**The Real Exchange Rate**

In presenting his paper at the 1972 seminar, Dornbusch had identified the contributions made by Australian economists and offered two refinements to the dependent economy model. A third refinement came after an article by fellow University of Chicago alumni. In 1973, Eitan Berglas and Assaf Razin, both of Tel Aviv University, published an article in the *Journal of Economics* which coined a new term for the relative price that played the central role in the Australian model. The price of traded goods relative to non-traded goods was assigned the function of the ‘real exchange rate’:

$$\frac{P_T}{P_N} = \frac{eP_T^*}{P_N}$$

(12)

where $e$ is the domestic currency price of foreign exchange, $P_T^*$ is the foreign currency price of traded goods, and $P_N$ is the domestic currency price of non-traded goods. As both prices are
assumed constant, an increase in $e$ (devaluation) results in an increase in the relative price of traded goods and thus a real devaluation. Intuitively, more units of non-traded goods must now be exchanged for each unit of traded goods. Dornbusch went on to emphasise this point in his subsequent treatment of the Australian model (Dornbusch 1975), though he did not explicitly refer to the relative price as the real exchange rate until he devoted chapter six of his textbook *Open Economy Macroeconomics* (1980) to a discussion of the dependent economy model.

**Open Economy Macroeconomics**

Dornbusch’s inclusion of the dependent economy model in a mainstream international economics text was instrumental to its popularisation abroad. His adoption of the term ‘the real exchange rate’, though fundamentally a semantic change, also caused a noticeable variation in terminology after 1980. This change in terminology is important in a contemporary setting because it provides a connection between the model’s development and the subsequent research that its conclusions engendered. Dornbusch anticipated this subsequent research in *Open Economy Macroeconomics* with an enhancement to the model. He again derived the Swan diagram from the Salter model, but this time he showed how an array of exogenous changes could shift Swan’s internal and external balance curves. Swan (1963a, p. 386) had argued in his 1955 seminar that the internal and external balance curves would shift if any of the factors taken as given – productivity, the terms of trade, capital flows and other financial transfers – were to change, yet his failure to show how the Swan diagram was derived hid the underlying process. Salter discussed exogenous changes to capital inflows and the terms of trade, but the model’s conclusions are best understood when the two diagrams are integrated. Dornbusch (1980, pp. 103-111) considers changes in preferences, financial transfers, productivity and the terms of trade, but future research focused mainly on changes in capital flows, productivity, and the terms of trade. These changes are presented in figure 8.
Figure 8: Exogenous Shocks in the Salter and Swan Models

Salter Model

Swan Diagram
**Capital Inflow**

If the economy is in internal and external balance, a shift of the internal or external balance curve (or both) must result from an exogenous change which creates an internal or external disequilibrium (or both) at the current real exchange rate and level of real expenditure. The case of an exogenous capital inflow is shown in the Salter and Swan diagrams in figure 8. Beginning with internal and external balance at point A in the Salter diagram, the capital inflow is represented by a parallel outward shift of the domestic expenditure line from $E_1$ to $E_2$. Holding the real exchange rate and real expenditure constant, the production and consumption points remain at A, where both the non-traded and traded goods markets clear. However, the economy is no longer in external balance. External balance requires that the demand for traded goods exceed the supply of traded goods by the horizontal distance between $E_1$ and $E_2$ – the size of the capital inflow in terms of traded goods. The capital inflow now means that point A is a situation of internal balance and balance of payments surplus. This is shown in the Swan diagram as a shift of the external balance curve from $EB_1$ to $EB_2$. Internal and external balance is restored with a real appreciation from $v_1$ to $v_3$ and an increase in real expenditure from $E_1$ to $E_3$. The real appreciation is essential because the expenditure effect only partly offsets the capital inflow on the current account (the move from A to C in the Salter diagram).\(^{21}\)

**Productivity Change**

Changes in productivity shift the production possibility frontier in the Salter model. Figure 8 shows an improvement in productivity that is specific the traded sector, meaning more traded goods can be produced for any given level of non-traded goods. The effect is to shift the production point of the economy from A to B at the existing real exchange rate. The upshot is that the situation at the initial real exchange rate and level of real expenditure is now one of overemployment and balance of payments surplus. In terms of the Swan diagram, the internal balance curve shifts from $IB_1$ to $IB_2$ and the external balance curve shifts from $EB_1$ to $EB_2$. Simultaneous equilibrium is restored with a real appreciation from $v_1$ to $v_2$ and an increase in real expenditure from $E_1$ to $E_2$.

\(^{21}\) This is precisely the point Wilson made in 1931. Part of the capital inflow would fall on traded goods (the income effect), but for the whole of the loan to be ‘transferred in goods’, the price of non-traded (domestic) goods must rise relative to traded (international) goods: a real appreciation must occur.
Terms of Trade Change

Although it is assumed that the terms of trade cannot be influenced by domestic factors, exogenous changes in the terms of trade – caused by factors abroad – can still occur. Salter (1959, pp. 234-235) examined the effect of an exogenous improvement in the terms of trade (e.g., an increase in the world price of exportables) in a manner identical to an increase in productivity in the traded sector. He argued that the improved terms of trade means each exportable produced can now be exchanged for more traded goods. Representing a terms of trade shock in this way leads to changes in the Salter and Swan diagrams that are analogous to productivity improvements in the traded sector, as described above. Dornbusch (1980, pp. 109-110) differs from Salter by disaggregating exportables and importables, yet his conclusions are the same: the favourable movement in the terms of trade results in a new equilibrium in which the real exchange rate has appreciated and real expenditure is higher.

Structural Change

There is a very important difference between exogenous changes that shift the internal and/or external balance curves and changes that alter the real exchange rate and/or level of real expenditure but leave the internal and external balance curves unchanged. In the latter case, the Swan diagram shows that a disequilibrium situation can be resolved with a combination of real exchange rate and real expenditure adjustments that return the economy to its initial equilibrium. In contrast, exogenous changes to capital flows, productivity and the terms of trade result in a new equilibrium in which the real exchange rate and level of real expenditure have changed. The change to the equilibrium real exchange rate alters the structure of the economy because it entails a change in the composition of the economy’s production of traded and non-traded goods. What capital inflows, productivity improvements in the traded sector and favourable terms of trade shocks have in common is that they are all predicted to appreciate the real exchange rate. This real appreciation reduces the price of traded goods relative to non-traded goods and leads, via the labour market, to a reorientation of production away from traded goods to non-traded goods.
The Real Appreciation Problem

The predicted consequences of capital flows has motivated much subsequent research on capital movements in small open economies. Corden (1994, p. 60) explains a scenario experienced by many countries in which a private investment boom is financed by capital inflow. The inflow of capital necessitates a real appreciation to maintain internal and external balance, but this leads to a loss of competitiveness for export and import-competing industries. He calls this structural change the ‘real appreciation problem’. The implications of the real appreciation problem are particularly interesting when countries have fixed exchange rates. Since the fixed nominal exchange rate keeps the domestic currency price of traded goods constant, the real appreciation must come through an increase in the price of non-traded goods. If the capital inflow is reversed, however, restoring internal and external balance then requires a reduction in the price of non-traded goods. Considerable problems can occur if the prices of non-traded goods are upwardly flexible but downwardly rigid (in this case it is useful to consider nominal wages). If the real exchange rate cannot adjust to restore internal and external balance, then a potential conflict between full employment and external balance may arise. Paul Krugman (2012) has used such arguments to describe the recent experience of the eurozone, where the nominal exchange rate is naturally fixed at one-one among member countries. Krugman argues the creation of the euro led to capital flows from the core (e.g., Germany) to the periphery (e.g., Greece and Spain) which substantially raised domestic prices and wages in the periphery relative to the core. The onset of the euro-crisis brought these inflows to a halt, but the requisite reduction in nominal wages (‘internal devaluation’) has been extremely difficult to engineer. Krugman’s analysis is couched in the context of Mundell’s optimum currency area theory, but the same theoretical argument can be made within the dependent economy model framework.

The Gregory Effect and Dutch Disease

The predicted effects of productivity growth in the traded sector motivated another field of research that has also had a strong Australian influence: the ‘Gregory effect’ or ‘Dutch disease’ phenomenon. Max Corden has once again been a prominent figure in this field. His
well-known article with J. Peter Neary (1982), which drew upon prior work by fellow Australians Robert Gregory (1976), Richard Snape (1977) and Michael Porter (1978), examines the structural consequences of a boom in one of two traded sectors in a three-sector economy with non-traded goods. Their ‘core model’, which includes the assumptions of the specific factors model and is described as a ‘variant’ of Salter’s, predicts that a boom in one of the traded sectors – caused by exogenous technical change, a windfall discovery of resources or an exogenous increase in the terms of trade – leads to a real appreciation that results in an unambiguous reduction in employment in the other – ‘lagging’ – traded sector. Corden (2012) has recently applied the model to explain the current Australian economic situation. He argues that the resources boom has led to a real appreciation that has placed pressure on lagging sectors of the economy such as manufacturing, tourism, education and agriculture. The impetus for this boom was the large increase in Australia’s terms of trade, followed by capital inflow and investment in the mining sector. In that respect, the Australian situation is reflective of three shocks occurring at once, all of which result in real appreciation.

The Australian Contribution to International Trade Theory

The real appreciation problem and Dutch disease both highlight the enduring practical usefulness of the dependent economy model. Its principal contribution, however, is more fundamental, for the story of the model reflects the evolution of the theory of balance of payments adjustment. Beginning with David Hume and the price-specie-flow mechanism, the terms of trade was seen as the sole equilibrating factor that brought the balance of payments into equilibrium. This remained the dominant view well into the 20th century, and leading international trade theorists such as Frank Taussig and Jacob Viner were among its proponents. With the Keynesian revolution of the 1930s came a distinct explanation which emphasised the role of income/expenditure effects in balance of payments adjustment. James Meade integrated these disparate views by underlining the role played by relative price (terms of trade) and income effects in restoring external balance. The Australian contribution that emerged after James Meade’s seminal text acknowledged relative price and income effects but identified the real exchange rate – instead of the terms of trade – as the key relative price. This distinction between the terms of trade and real exchange rate had been foreshadowed a generation earlier by another Australian economist, Roland Wilson. The significance of this contribution is evident in the textbook treatment of this issue over time: Frank Taussig’s *International Trade* (1927) focused on relative price effects through the terms of trade; James
Meade’s *The Balance of Payments* (1951) focused on the terms of trade and income/expenditure effects; and modern international trade texts such as Krugman and Obstfeld's *International Economics* (2003, pp. 435-436) now emphasise the role played by income/expenditure effects and, principally, the real exchange rate in balance of payments adjustment.
Conclusion

The Australian contribution to international trade theory is the distinction between the terms of trade and the real exchange rate in balance of payments adjustment. This emphasis on the real exchange rate is now a hallmark of modern theory, but from David Hume’s (1752) price-specie-flow mechanism to James Meade’s *The Balance of Payments* (1951) the terms of trade was seen as the critical relative price in the adjustment mechanism. Roland Wilson first made this distinction in 1931, but it was not until the 1960s that the Australian emphasis on the real exchange rate gained widespread attention abroad. This Australian contribution is an inherent feature of the dependent economy model, which was developed by Trevor Swan, Wilfred Salter and Max Corden in the 1950s and early 1960s, and later by Rudiger Dornbusch. It has been shown that much of the theoretical groundwork for this model was provided by Roland Wilson and James Meade. A brief summary of each contribution is given below.

Roland Wilson introduced three key aspects of the dependent economy model in his book *Capital Imports and the Terms of Trade* (1931). First, he emphasised the importance of non-traded goods in the adjustment mechanism. From David Hume in 1752, to John Stuart Mill in 1871, to leading international trade theorists Frank Taussig and Jacob Viner (his PhD supervisor) in the 1920s, the terms of trade was seen as the crucial relative price in balance of payments adjustment. Wilson challenged economic orthodoxy by arguing instead that balance of payments adjustment occurs through a movement in the price of traded goods relative to non-traded goods. This relative price – the real exchange rate – became central to the graphical models developed by Swan, Salter and Corden. Second, Wilson provided the first explanation of how the real exchange rate adjustment mechanism worked. He argued that a change in the price of traded goods relative to non-traded goods causes consumption and production responses that combine to influence the trade balance. This adjustment process was explained later by Swan and Meade, and shown diagrammatically by Salter and Corden. Third, Wilson introduced the small country assumption of exogenously determined terms of trade. This assumption is common to the contributions made by Swan, Salter and Corden, and it formed the basis of Trevor Swan’s theoretical objection to James Meade’s analysis.

When James Meade published his classic *The Balance of Payments* in 1951, he integrated two disparate explanations of balance of payments adjustment. There was the traditional emphasis on the terms of trade (which had now evolved into elasticity analysis) and the relatively new income adjustment mechanism (which began with Ohlin and was expanded upon after the
Keynesian revolution). Meade used his two-country, two-commodity model to illustrate that adjustments in the terms of trade and domestic expenditure affect both the internal and external position of the economy. His fundamental contribution was the introduction of the twin policy objectives, internal and external balance. A country finding itself in any one of four possible disequilibrium situations could restore internal and external balance with a combination of relative price (terms of trade) and expenditure adjustments. Meade emphasised that the two policy targets of internal and external balance required at least two policy instruments to avoid any conflict between targets. His preference was to use price adjustments (changes to the nominal exchange rate and/or money wages) to target external balance and financial policy (fiscal and monetary policy) to target internal balance.

James Meade’s analysis had a profound influence on Trevor Swan. His influence was visible in Swan’s first paper (presented in 1953 and published in 1960) but was most clearly conveyed – along with the absorption approach – in his second paper through the Swan diagram (presented in 1955 and published in 1963). Swan used his diagram to illustrate many of Meade’s core ideas, but the principal point was that relative price and expenditure adjustments are needed to simultaneously maintain internal and external balance. Where Swan differed from Meade was his choice of relative price. Meade had followed Frank Taussig and Jacob Viner in arguing that a nominal depreciation improved the trade balance through its effect on the terms of trade, but Swan objected to Meade’s analysis by including Roland Wilson’s small country assumption and emphasis on the role of non-traded goods (expressed as domestic money wages). A nominal depreciation improves the trade balance not because it raises the price of imports relative to exports (although this could also occur) but principally because it raises the price of traded goods relative to non-traded goods (a real depreciation). Swan’s theoretical justification for this point came through Wilson’s small country assumption. In a small country, a depreciation raises the price of exports and imports proportionately and leaves the terms of trade unchanged, but an improvement in the trade balance still occurs because the price of traded goods has risen relative to non-traded goods. Swan’s was thus a very simple amendment to James Meade’s framework. He acknowledged that relative price and expenditure adjustments were necessary to achieve internal and external balance, but he highlighted the real exchange rate – instead of the terms of trade – as being the crucial relative price. Meade had hinted at this effect in his brief treatment of non-traded goods in *The Balance of Payments*, but he erred in confining his attention to the terms of trade. He quickly came around to Swan’s view when he visited Australia in 1956, and in
his Nobel lecture he spoke of his regret at not devoting more time to the concept of the non-traded goods in *The Balance of Payments* (Meade 1977b).

Swan’s adaptation of Meade’s framework inspired other graphical models by Wilfred Salter (1959) and Max Corden (1960). Salter’s diagram is the quintessential exposition of the dependent economy model. He used the small country assumption of constant terms of trade to aggregate exportables and importables into a composite commodity, traded goods. With only traded goods and non-traded goods in the Salter model, there is only one relative price: the real exchange rate. Real exchange rate and expenditure adjustments are then used to maintain internal and external balance. Salter’s contribution stands out because it provides a diagrammatical exposition of balance of payments adjustment. A real depreciation, for instance, shifts production from non-traded goods to traded goods and consumption from traded goods to non-traded goods. These demand and supply responses combine to improve the trade balance. Max Corden’s model also demonstrated how internal and external balance requires a combination of real exchange rate and expenditure adjustments, but its distinguishing feature was its ability to analyse the effects of tariffs and import restrictions – policies that were pertinent to the Australian economic situation at the time.

Rudiger Dornbusch’s (1974, 1980) discovery of the model came through a peculiar set of circumstances, yet his contribution comprised a series of refinements. As a PhD student under Harry G. Johnson and Robert A. Mundell at the University of Chicago, Dornbusch was an important figure in the development of the monetary approach to the balance of payments. He therefore took an interest in a paper by Anne Krueger that combined the monetary approach with the Australian emphasis on non-traded goods – which Krueger knew of through Ivor Frank Pearce’s article. Dornbusch identified the related contributions made prior to Pearce and introduced a series of refinements to the dependent economy model. First, he added precision to the Salter model by including the supply side assumptions of the specific factors model. Second, he integrated the Swan diagram and Salter model by showing how Swan’s internal and external balance curves could be derived from the Salter model. Third, he adopted the terminology of Berglas and Razin (1973) and redefined the relative price in the dependent economy model as the real exchange rate. Fourth, he showed how exogenous changes shift Swan’s internal and external balance curves and change the equilibrium real exchange rate (structural change). This final point provides a link to the real appreciation problem and Dutch disease, two modern strands of research that grew out of the dependent economy model.
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